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Abstract

I first present a mathematical model that predicts the microcrack growth and pore

pressure change during the organic-rich source rock thermal maturation. This model is

primarily based on elasticity and the principle of linear elastic fracture mechanics. By

running the simulation under laboratory conditions, I obtain similar fracture surface

areas to those measured by Kobchenko et al. (2014) [42]. Secondary porosity generated

by crack opening is significant under laboratory conditions: the induced crack volume

can accommodate several hundred times the initial pore volume. In contrast, under

geological conditions, no significant secondary porosity is generated through crack

opening. If the kerogen-to-hydrocarbon density ratio is sufficiently high, overpressure

can be built up more quickly, and microcracks can propagate at earlier maturation

stage. However, the extent of propagation and resulting apertures are much smaller

than those generated under laboratory settings because of the overburden effect.

Following the single crack model, I then introduce an improved rock physics

modeling workflow using the effective medium theory to quantify the source rock

elastic property evolution as the rock matures. The source rock system is divided into

an inorganic background matrix containing minerals and water- or air-filled pores, and

organics-filled inclusions. The differential effective medium algorithm is used twice in

building the source rock system: it is first used to build an effective medium for the

organic part, and then is used to build an effective medium for the source rock system.

I make use of the experimental data, in particular the data of yields collected from
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the hydrous pyrolysis experiments to constrain the inputs to the rock physics models.

The modeling results show that the thermal maturation first results in the re-

duction of the P- and S-wave moduli in the organic mixture; the most pronounced

reduction occurs in the oil window corresponding to a vitrinite reflectance range of

0.6-0.8%. The sensitivity analysis further shows that good measurements of the elastic

properties of the solid organic components (kerogen and bitumen) are more critical

than those of the fluids for achieving accurate elastic constant predictions for the

organic mixture. From the source rock system perspective, the thermal maturation

results in enhanced anisotropy and reduced elastic stiffness. The organic inclusions

with lower aspect ratios result in more significant reduction in the elastic stiffness, and

more significant increase in the anisotropy. The elastic stiffness components of the

source rock that have either the particle motion or the associated wave propagation

direction parallel to the axis of the rotational symmetry of the inclusions are more

sensitive to the elastic property change within the organic part.

Last but not the least, I introduce an improved deep learning based framework to

classify seismic facies from three-dimensional (3D) seismic volumes. By fine-tuning

the convolutional neural network (CNN) hyper-parameters based off the “MalenoV”

repository [34], I obtain a better architecture named the modified LeNet-5. I also

implement a “sparse sampling” scheme to pre-process the input data, which allows

the input data size to be much smaller while maintaining a relatively large receptive

field. The improved 3D CNN framework significantly improves the training and

validation accuracy in the early training stage. Specifically, the combined use of the

modified LeNet-5 and the sparse sampling scheme attains the best metrics in terms

of the test accuracy. I conclude that the 3D CNN framework is very promising in

making geologically reasonable and consistent predictions for seismic facies based on

3D seismic volumes.
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Chapter 1

Introduction

1.1 Source rocks and the kerogen

Petroleum source rocks are defined as the organic-rich rock units which have or had

the capability of generating and expel hydrocarbons at appropriate maturity levels,

allowing a commercial hydrocarbon accumulation [40]. Generally speaking, a naturally

deposited source rock must undergo diagenesis before generating significant amount

of hydrocarbons. Diagenesis refers to the shallow burial stage with near-surface

temperatures up to about 60 ◦C. Organic matter is degraded; methane, carbon dioxide,

and water are produced. Kerogen, a precursor to petroleum, and bitumen, are also

formed. Kerogen is a solid organic compound mixture. It differs from bitumen by

the fact that it is insoluble in organic solvents. The kerogen is typically classified

by its sedimentation environment and sources of organic compounds: Type I (algal

derived), Type II (terrestrial and marine derived), Type IIS (sulfur rich), Type III

(terrestrial derived), and Type IV (inert, non-source) [76]. The diagenesis is followed

by the catagenesis, during which hydrocarbons are generated from the kerogen. The

catagenesis usually occurs at a medium burial stage corresponding to a temperature

range between 60 and 175 ◦C [76]. The maturity level of a source rock reflects

1
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the stage at which the kerogen converts into hydrocarbons. A source rock can be

immature, mature, or over-mature depending on whether or not the majority of the

kerogen-to-hydrocarbon conversion has occurred. Geochemists often use three metrics

to determine the quantity, quality, and thermal maturity of source rocks: vitrinite

reflectance, total organic carbon (TOC), and data from Rock-Eval pyrolysis.

1.1.1 Vitrinite reflectance

Vitrinite reflectance is a measure of the percentage of incident light reflected from

the surface of vitrinite particles in a rock sample. It is usually abbreviated as Ro or

%Ro, which reflects the fact that it is reported in percentage. The reported vitrinite

reflectance is usually a mean value based on all the vitrinite particles measured in

an individual sample. Vitrinite reflectance reflects the source rock maturity level.

Roughly speaking, an Ro value between 0.2% and 0.6% corresponds to an immature

source rock; 0.6-1.35 %Ro covers the mature range; a value greater than 1.35 %Ro

indicates an over-mature source rock [63]. The vitrinite reflectance can be calculated

by invoking vitrinite reflectance kinetics models. Among many such models, Easy %Ro

proposed by [72] is most commonly used, and will be discussed in more details in

Chapter 3.

1.1.2 TOC

The total organic carbon, or abbreviated as TOC, refers to the percentage of organic

carbon by weight present in a piece of source rock. The TOC content consists of three

components: the carbon in extractable organic matter (EOM carbon), convertible

carbon, and a residual carbon fraction. The EOM carbon is composed of the carbon

contained in the hydrocarbons that are already formed [37]. The EOM carbon is

generally a very small fraction of the TOC. In a typical shale or carbonate sample,
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the EOM carbon fraction is less than 1% of the TOC itself. The second component of

the TOC content is the convertible carbon contained in the kerogen. The convertible

carbon represents the remaining potential of the rock to generate hydrocarbons. The

residual carbon component is also part of the kerogen and represents a form of organic

carbon that has no potential to generate hydrocarbons due to its chemical structure

and composition. In the unconventional exploration and production, the TOC of a

source rock is generally treated as the kerogen content.

1.1.3 Rock-Eval pyrolysis

Pyrolysis is the decomposition of organic matter by heating in the absence of oxygen.

Organic geochemists perform pyrolysis to measure the richness and maturity of

potential source rocks. The most widely used pyrolysis technique is the Rock-Eval.

Rock-Eval is a programmed pyrolysis specified as follows: a sample is placed in a vessel

and is progressively heated to 550 ◦C under an inert atmosphere (helium). The oven is

kept isothermal at 300 ◦C for three minutes, while the flame ionization detector (FID)

measures the released hydrocarbons reported as the S1 peak. The temperature is then

increased from 300 ◦C to 550 ◦C at 25 ◦C/min, during which the volatilization of heavy

hydrocarbon compounds and the cracking of nonvolatile organic matter occur. The

FID measures the released hydrocarbons, and records the S2 peak. The temperature

at which S2 reaches its maximum depends on the nature and maturity of the kerogen,

and is called the Tmax. Finally, the CO2 generated from kerogen cracking is recorded

as the S3 peak by a thermal conductivity detector during the cooling of the pyrolysis

oven [76, 64]. In summary, the four basic parameters obtained from the Rock-Eval

are as follows:

• S1: Amount of hydrocarbons thermally extracted at 300 ◦C;

• S2: Amount of hydrocarbons produced from pyrolysis up to 550 ◦C;
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• S3: Amount of CO2 released from kerogen cracking at higher temperatures;

• Tmax: Temperature at the S2 peak.

The type and maturity of the organic matter in the source rocks can be characterized

from Rock-Eval pyrolysis data using the following parameters:

• HI: Hydrogen index (HI = [100 x S2]/TOC). HI is a parameter that correlates

with the atomic hydrogen/carbon ratio. HI typically ranges from 100 to 600.

Under the same maturity level, a good quality source rock (e.g. source rocks

with type I kerogen) has higher HI (e.g. HI > 700). HI also serves as a maturity

indicator, as it decreases as the source rock matures.

• OI: Oxygen index (OI = [100 x S3]/TOC). OI is a parameter that correlates

with the oxygen/carbon ratio. OI typically ranges from 0 to 150.

• PI: Production index (PI = S1/[S1 + S2]). PI is used to characterize the

evolution level of the organic matter.

The HI and HI indices collected from Rock-Eval can be used to calculate the hydrogen-

to-carbon (H/C) and oxygen-to-carbon (O/C) ratios. Different kerogen types fall into

different groups when plotted on the van Krevelen diagram, as shown in Figure 1.1.

We also observe that both the H/C and O/C reduce as the source rock matures.

1.1.4 Hydrous pyrolysis

Among various types of pyrolysis experiments, hydrous pyrolysis is known to produce

expelled hydrocarbons resembling the naturally occurring crude oil ([48][49]). With

proper experimental setups, physical properties of generated hydrocarbons, such as the

gas-to-oil ratio (GOR) and API density, can be measured during the hydrous pyrolysis

process ([50][25][70]). The knowledge of the compositional and physical properties of
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Figure 1.1: van Krevelen diagram and the thermal maturation pathways.
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the generated hydrocarbons allows us to connect geochemistry with geophysics via rock

physics modeling: the change in elastic properties of source rocks as a consequence of

thermal maturation can be reflected and interpreted from geophysical measurements

and proper rock physics modeling.

1.1.5 Primary migration

Primary migration refers to the transport process by which the hydrocarbon that is

generated from the kerogen emigrates from the source rock, and ultimately arrives

at the carrier beds (Selley, 2014 [68]) . The mechanism of the primary migration

remains an important question for petroleum geologists: after all, the source rock is

almost impermeable. Selley (2014) [68] gave a comprehensive review of the proposed

primary migration mechanisms by various authors. Theories were essentially based

on different hypotheses of the solution nature (water, oil and/or gas). Berg and

Gangi (1999) [11] argued that the primary migration through fractures is attractive

because fractures have high permeability. Vernik (1994) [78] showed that subhorizontal

microcracks are consequences of the hydrocarbon generation, and thus contribute

to the creation of migration pathways within the source rock. It can be concluded

that primary migration through cracks and fractures in the source rock, among other

possible migration hypotheses, is a possible mechanism which ties to the overpressure

generated from hydrocarbons.

1.2 Governing equations, elasticity and anisotropy

1.2.1 Wave equation and constitutive equation

The seismic waves propagating in the subsurface as well as ultrasonic waves propagating

in rock samples in the laboratory are both mechanical waves. The wave equation is
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derived from the conservation of linear momentum. The balance of linear momentum

in the i-th direction is given by

ρ
∂2ui
∂t2
− ∂σij
∂xj

= fi, (1.1)

where ρ is the density of the medium, t is the time, ui is the displacement in the i-th

direction, σij is the stress tensor, xj is the spatial position in the j-th direction in the

Cartesian coordinates, and fi is the body force in the i-th direction expressed in the

unit of force per unit volume. The indicial (Einstein’s) notation is implicitly used

here, where the repeated index suggests a summation over all dimensions.

Eqn.(1.1) is usually used in conjunction with a constitutive equation to derive an

expression for the displacement ui. The constitutive equation for linearly elastic and

homogeneous media is given by

σij = cijklekl, (1.2)

where cijkl is the linear elastic stiffness tensor of the medium, and ekl is the strain

tensor, which is defined as

ekl =
1

2

(
∂uk
∂xl

+
∂ul
∂xk

)
. (1.3)

Note that the strain tensor is a second-rank symmetric tensor by construction (ekl =

elk); the stress tensor is also symmetric due to the force balance (σij = σji). Therefore,

the elastic stiffness tensor cijkl has a minor symmetry where cijkl = cjikl = cjilk.

Combining Eqns.(1.1)(1.2)(1.3), we can derive the general wave equation expressed in

terms of the displacement vector u

ρ
∂2ui
∂t2
− cijkl

∂2uk
∂xj∂xl

= fi. (1.4)
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1.2.2 Christoffel equation and plane waves

In the absence of body force fi, Eqn.(1.4) becomes

ρ
∂2ui
∂t2
− cijkl

∂2uk
∂xj∂xl

= 0. (1.5)

To solve this homogeneous wave equation, we can use a trial solution in the form of

plane waves

uk = Uk exp (iω(njxj/V − t)) (1.6)

where Uk is the k-th component of the polarization vector U, ω is the angular frequency,

V is the phase velocity of the wave modes, and nj is the j-th component of the unit

vector orthogonal to the plane wave front (the wave front satisfies njxj − V t = const)

[77]. Substituting Eqn.(1.6) into Eqn.(1.5), we obtain the Christoffel equation for the

phase velocity V and polarization vector U:
G11 − ρV 2 G12 G13

G21 G22 − ρV 2 G23

G31 G32 G33 − ρV 2



U1

U2

U3

 = 0 (1.7)

where Gik is the Christoffel matrix the given by

Gik = cijklnjnl. (1.8)

Eqn.(1.7) can also be rewritten as

[Gik − ρV 2δik]Uk = 0 (1.9)
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where δik is the Kronecker delta. To produce non-trivial solutions for U, we impose

det[Gik − ρV 2δik] = 0. (1.10)

It can be shown that Gik is symmetric because of the symmetry of the stiffness tensor,

and that Gik is positive definite [57]. Therefore, the solution to Eqn.(1.10) gives three

real and positive phase velocities V s corresponding to three wave modes. The fastest

one corresponds to the P-wave, and the two slower ones correspond to the two S-waves.

In other words, an anisotropic medium splits the shear wave into two modes with

different velocities and polarization. The isotropic medium is a degenerate case of the

anisotropic medium, where the two S-wave velocities always coincide.

1.2.3 The Voigt notation and elastic stiffness tensor

The Voigt notation provides a convenient way to rewrite the fourth-rank tensor in

a matrix form. Specifically, it groups the four free indices ijkl into two pairs, (i, j)

and (k, l), and maps (i, j) into index I, and (k, l) into index J in the matrix CIJ . The

mapping follows the rules

(1, 1) −→ 1; (2, 2) −→ 2; (3, 3) −→ 3; (2, 3)(3, 2) −→ 4; (1, 3)(3, 1) −→ 5; (1, 2)(2, 1) −→ 6.

For instance, the fourth-rank elastic stiffness tensor for isotropic media is given by

cijkl = λδijδkl + µ(δikδjl + δilδjk), (1.11)
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where λ and µ are the Lamé constants. In the Voigt notation, Eqn.(1.11) is written as

C =



λ+ 2µ λ λ 0 0 0

λ λ+ 2µ λ 0 0 0

λ λ λ+ 2µ 0 0 0

0 0 0 µ 0 0

0 0 0 0 µ 0

0 0 0 0 0 µ


. (1.12)

Note that two independent elastic constants (e.g. λ and µ) can fully characterize the

elastic stiffness tensor for isotropic media. The vertical transversely symmetric (VTI)

medium refers to the case where the medium preserves rotational symmetry along the

vertical, or the 3-direction. The VTI medium can be characterized by five independent

elastic constants, such as c11, c33, c55, c66 and c13. In the Voigt notation, the elastic

stiffness tensor for VTI media is written as

C =



c11 c11 − 2c66 c13 0 0 0

c11 − 2c66 c11 c13 0 0 0

c13 c13 c33 0 0 0

0 0 0 c55 0 0

0 0 0 0 c55 0

0 0 0 0 0 c66


(1.13)

where we have used the facts that c11 = c22, c44 = c55, and c12 = c11 − 2c66.
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1.2.4 Wave propagation in VTI media

It follows that the entries in the Christoffel matrix for VTI media are given by [77]

G11 = c11n
2
1 + c66n

2
2 + c55n

2
3,

G22 = c66n
2
1 + c11n

2
2 + c55n

2
3,

G33 = c55(n
2
1 + n2

2) + c33n
2
3,

G12 = (c11 − c66)n1n2,

G13 = (c13 + c55)n1n3,

G12 = (c13 + c55)n2n3.

(1.14)

Since any planes containing the symmetry axis (3-axis) are equivalent for VTI media,

we can just study the wave propagation in a single vertical plane. For instance, by

choosing the [x1, x3]-plane (n2 = 0), the Christoffel equation becomes


c11n

2
1 + c55n

2
3 − ρV 2 0 (c13 + c55)n1n3

0 c66n
2
1 + c55n

2
3 − ρV 2 0

(c13 + c55)n1n3 0 c55n
2
1 + c33n

2
3 − ρV 2



U1

U2

U3

 = 0.

(1.15)

Note that Eqn.(1.15) can be split into two independent equations for the pure transverse

motion (U1 = U3 = 0) and in-plane motion (U2 = 0). Expressing the unit vector n in

terms of the angle θ with respect to the 3-direction, we have

n1 = sin θ

n3 = cos θ.
(1.16)
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From the transverse motion (U1 = U3 = 0), we can derive the phase velocity of the

SH-wave to be

VSH(θ) =

√
c66 sin2 θ + c55 cos2 θ

ρ
. (1.17)

For vertically propagating waves (θ = 0), VSH(θ = 0) =
√
c55/ρ. For horizontally

propagating waves (θ = 90◦), VSH(θ = 90◦) =
√
c66/ρ. Likewise, from the in-plane

motion (U2 = 0), we can derive the other two phase velocities, representing the P- and

SV-waves:

VP (θ = 0) =

√
c33
ρ
,

VSV (θ = 0) =

√
c55
ρ
,

(1.18)

and

VP (θ = 90◦) =

√
c11
ρ
,

VSV (θ = 90◦) =

√
c55
ρ
.

(1.19)

We can observe that in the VTI medium, the SH- and SV-modes propagate at the same

speed for vertically propagating waves (θ = 0). For horizontally propagating waves

(θ = 90◦), the SH- and SV-modes propagate in different speeds, resulting in shear-wave

splitting. The SV-wave travels at the same speed at both vertical and horizontal

directions, but not necessarily at oblique directions, where 0 < θ < 90◦. Finally, the

P-wave travels at different speeds along the vertical and horizontal directions.

1.2.5 Thomsen anisotropy parameters

We’ve shown that the VTI elastic stiffness tensor C can be fully characterized by five

elastic parameters. Thomsen (1986) [73] introduced the reparametrization for the
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VTI structure, so that C can be characterized by vertical velocities VP0, VS0 of P- and

S-wave, respectively, and three dimensionless anisotropy parameters denoted as ε, δ

and γ. Formally, these five quantities are given by

VP0 =

√
c33
ρ
,

VS0 =

√
c55
ρ
,

ε =
c11 − c33

2c33
,

δ =
(c13 + c55)

2 − (c33 − c55)2

2c33(c33 − c55)
,

γ =
c66 − c55

2c55
.

(1.20)

The ε, δ and γ are also called the Thomsen parameters. In particular, ε denotes the

P-wave anisotropy, γ denotes the SH-wave anisotropy, and δ determines the second

derivative of the P-wave phase-velocity function at vertical incidence. δ is positive if

the P-wave phase velocity increases away from the vertical direction [77].

1.3 Literature review

1.3.1 Experimental evidence of microcracks in source rocks

With the help of scanning electron microscopy (SEM), geoscientists have found micro-

cracks resulting from hydrocarbon generation; these are thought to be instrumental

to fluid transport processes [14, 11, 46, 22, 83]. Ougier-Simonin et al. (2016) [60]

provided a comprehensive review of possible mechanisms in shale that can result in

microfractures and microcracks. Lash and Engelder (2005) [46] showed SEM images

(Figure 1.2) of the Upper Devonian Dunkirk Shale of New York, where sub-horizontal

microcracks are clearly visible. The length and aperture of the cracks vary; most
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are bitumen-filled. More importantly, the authors identified cracks that originated

within the kerogen, providing evidence that overpressure associated with kerogen

maturation can cause the formation of microcracks. Kobchenko et al. (2014) [42]

applied time-resolved X-ray tomography imaging on a shale sample undergoing heating

process, and observed the formation of microcracks associated with kerogen decom-

position (Figure 1.3). Vernik (1994) [78] observed a stronger sensitivity of ultrasonic

P-wave velocity to confining pressure for more mature organic-rich shale samples,

and concluded that the bedding-parallel microcracks that prevail in those samples

result from hydrocarbon generation. Recently, Allan et al. (2016) [4] conducted

pyrolysis experiments on different organic-rich shale samples under various confining

stresses. They observed variation in the acoustic velocity and anisotropy on selected

samples after pyrolysis. These experimental observations further indicate the creation

of microcracks during source rock thermal maturation, mostly likely caused by the

overpressure generated by hydrocarbon expulsion.

1.3.2 Mechanical models of the source rock system

Earlier studies have attempted to model hydrocarbon generation-related crack ini-

tiation and propagation at microscopic levels using various mechanical models and

fracture initiation criteria. Özkaya (1988) [61] assumed a two-dimensional (2D) model,

and discussed favorable conditions for vertical and horizontal crack initiation caused

by overpressure associated with kerogen-to-oil conversion, concluding that the far-field

stress state, elastic properties, kerogen morphology, and permeability of the rock ma-

trix all play important roles in the creation of hydrocarbon-induced cracks. Luo and

Vasseur (1996) [53] calculated the overpressure induced by the oil and gas generation

using a two-phase hydrodynamic model; they concluded that oil generation does not

contribute to the overpressure significantly except when the total organic matter is

high (5 wt.% to 10 wt.%), and that gas generation can cause significant overpressure



CHAPTER 1. INTRODUCTION 15

Figure 1.2: SEM images showing microcracks that have originated within (or along
the edges of) kerogen (k) particles [46].
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Figure 1.3: Tomography images of the shale sample at 391C, corresponding to the
moment of maximum crack opening. (a) 3D rendering of final crack network. Each
color defines an independent crack. (b) 2D slice showing (dark color) elongated cracks
that developed parallel to the bedding. (c) Details of (b) showing a crack developed
around a pyrite grain (arrow). Redrawn after [42].
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that usually takes place during the secondary cracking of oil. Coussy et al. (1998) [21]

assumed a 2D kerogen-pore-matrix system to calculate the amount of overpressure

based on linear elasticity, and modeled microcrack initiation in the matrix using the

Griffith tensile-strength criterion. They found that if the variation in the far-field

stress is neglected during the overpressure buildup, the resulting excess pore pressure

can initiate microcracks. Assuming a three-dimensional (3D), hydrocarbon-filled

penny-shaped crack embedded in a kerogen-shale solid, Jin et al. (2010) [38] and

Fan et al. (2010, 2012) [28, 29] estimated crack growth using subcritical fracture

propagation criterion introduced by Atkinson (1984) [7] for both isotropic and VTI

shale backgrounds.

1.3.3 Effective medium modeling for source rock systems

Rock physics modeling for source rocks has been a continuous effort. Nishizawa (1982)

[59] and Hornby et al. (1992) [32] established theoretical frameworks for modeling

VTI effective media using the differential effective medium (DEM) modeling. Carcione

et al. (2011) [16] used Kuster and Toksöz model (Kuster and Toksöz, 1974 [44]) to

model the oil-kerogen mixture, and used Backus averaging (Backus, 1962 [8]) and

Gassmann equations (Ciz and Shapiro, 2007 [19]) to model the VTI source rock.

Sayers (2013) [67] applied Sevostianov et al. (2005)[69]’s effective field theory to study

kerogen effect on the shale anisotropy. Mavko and Saxena (2016) [55] introduced a

viscoelastic rock physics model applicable for modeling organic-rich shales. Zhang et

al. (2016) [85] compared several rock physics models, and used them in combined for

modeling organic rich shales. Bandyopadhyay (2009) [9], Qin et al. (2014) [65], Zhao

et al. (2016) [86], and Al Ibrahim and Mukerji (2017) [1] applied the anisotropic DEM

algorithm to model elastic property changes of organic-rich shales as they undergo

oil and gas windows, and concluded that the mineralogy, TOC, and distribution of

kerogen bodies are crucial in determining the elastic properties of the source rock.
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1.4 Dissertation organization

The remaining dissertation is organized as follows. In Chapter 2, I will introduce

an improved 3D model that estimates the amount of overpressure associated with

hydrocarbon generation during the source rock thermal maturation. The 3D model

essentially describes a single kerogen lens embedded in an inorganic source rock matrix.

As the thermal maturation takes place, the kerogen converts into hydrocarbons, causing

an overpressure in the source rock system that can eventually lead into the initiation

and propagation of a single microcrack. I will quantify the microcrack initiation and

growth, where I use different constitutive equations to describe the physical behaviors

of hydrocarbons under laboratory and geological conditions, respectively. This piece

of work has been published as Yang and Mavko, 2018 [82] in AAPG Bulletin. In

Chapter 3, I will introduce a workflow that incorporates geochemical data, especially

the data collected from the hydrous pyrolysis experiments to better constrain the

rock physics model for estimating elastic properties of the source rock system. By

incorporating data acquired from hydrous pyrolysis, elastic property changes of source

rocks due to hydrocarbon generation can be better quantified throughout the thermal

maturation process. This piece of work is an improvement based on the modeling

work published as Yang and Mavko, 2018 [81] in SEG Technical Program Expanded

Abstracts 2018. Chapter 4 will be focusing on a different topic, where I will introduce

a new deep learning based method to classify seismic facies from 3D seismic data. In

particular, I will introduce an improved 3D convolutional neural network architecture

that leads to more efficient training procedure. This approach proves to be very

promising in making geologically reasonable and consistent predictions of seismic

facies. Finally, I will summarize what we learned in Chapter 5, and provide directions

for future work.



Chapter 2

Microcrack growth in source rocks

2.1 Introduction

In this chapter, we introduce an improved 3D model that estimates the amount of over-

pressure associated with hydrocarbon generation during kerogen thermal maturation,

and predict the behavior of microcrack initiation and growth caused by this overpres-

sure. We differentiate the physical behavior of hydrocarbons under laboratory and

geological conditions: hydrocarbons exhibit a pure vapor phase in the laboratory and a

pure liquid phase under geological conditions. Under natural geological conditions, the

end products of kerogen thermal maturation are more complex: they can be a mixture

of oil and gas depending on kerogen types, maturities, and in-situ conditions; we

used a simplified one-phase hydrocarbon product assumption to represent the major

component resulting from most primary cracking processes. The mechanical properties

of each component also vary between laboratory and geological conditions; at elevated

temperatures as in the laboratory settings, the modulus of each component is expected

to be reduced [27]. The overpressure and microcrack growth are predicted using a

combination of geological parameters, hydrocarbon-generation kinetics, elasticity, and

principles of linear elastic fracture mechanics (LEFM). The model is used to simulate

19
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(1) laboratory conditions (which refer to the experimental settings described by [42])

and (2) geological conditions where kerogen thermal maturation takes place over

geologic time as the sediments are deposited at a constant sedimentation rate.

2.2 Models and problem formulation

In our model shown in Figure 2.1, the organic shale system is treated as a kerogen-

filled spherical “pore” of radius R, embedded in a shale matrix. Note that in this

chapter, we define the “pore space” as the volume occupied by the organic part,

which can be filled by both the solid kerogen and liquid hydrocarbons. Initially, the

pore space contains only kerogen and water, with volumetric fractions (1− Sw) and

Sw, respectively, where Sw is the water saturation. The system is subjected to a

far-field confining stress σ0 acting along the vertical direction as one of the principal

directions, and is calculated as the lithostatic stress accumulated from zero at t = 0,

normal to the bedding planes. We adopt the sign convention that a positive value

represents compression; this means that σ0 > 0. In most SEM images of organic

pores [46, 52], horizontal microcracks are dominant in the system despite the fact

that vertical confining stress is usually thought to be the greatest. We interpret these

images as indicators of the fact that the fracture toughness of the shale matrix is

anisotropic, which is supported experimentally by [17]. It is possible to imagine a

case where such anisotropies promote the propagation of the cracks along the bedding

planes (because the fracture toughness is lowest perpendicular to those planes). The

stiffness tensor of the shale background, for simplicity, is regarded as homogeneous and

isotropic. Under sufficient overpressure, cracks are created and form an axi-symmetric

fracture plane with an axis of symmetry normal to the bedding planes.

The water in the pore has a pressure of pH , which is assumed to be hydrostatic in

the reference state before kerogen maturation takes place. As the kerogen matures, part
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of the pore space is taken up by hydrocarbons. Because the generated hydrocarbon

has a lower density than kerogen, overpressure ∆P = pp − pH is generated, where pp

is the pore pressure; this tends to expand the pore space and lead to the propagation

of cracks. In our model, we assume pre-existing defects of length L0 around the pore,

which is approximately of the same order of magnitude as the surrounding grain size.

These defects initially have zero aperture, but under excessive overpressure they can

grow into microcracks and create additional pore space. With more pore space to

accommodate the hydrocarbons, overpressure drops and crack propagation eventually

terminates.

The shale matrix is characterized by its density ρsh,i, drained Young’s modulus

Esh, Poisson’s ratio νsh, and Mode I fracture toughness KIc across the bedding

planes. The rock mineral is characterized by its bulk modulus Ks. The kerogen

and water in the pore space have bulk moduli of Kk and Kw, respectively. The

bulk modulus of the hydrocarbon varies between the laboratory and the geologic

settings. In the laboratory, because of the elevated temperature and lack of confining

stresses, generated hydrocarbons resulting in the overpressure are in the vapor phase

and approximately follow the ideal gas law, meaning that the bulk modulus of the

hydrocarbon, KHC , is equal to the pore pressure pp [54]. The total number of moles

of hydrocarbons that can be generated per unit volume of kerogen, n/Vk,i, is specified

by the chemical reaction of kerogen maturation. This parameter is also termed the

volume expansion parameter under laboratory conditions. Under geologic settings, we

consider the hydrocarbons to be in the liquid phase with a constant KHC . Before the

development of overpressure, in-situ kerogen and hydrocarbons have densities of ρk,i

and ρHC,i, respectively, under the same ambient pressure. The ratio, D = ρk,i/ρHC,i, is

the volume expansion parameter for geological conditions associated with hydrocarbon

generation. The subscript i denotes the reference state where the system is subjected

to confining stresses σ0 from outside and a pore pressure pH from inside. Finally, the
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shale matrix is assumed to be impermeable.

Under laboratory conditions, we have confining stress (pressure) of 1 atm and

temperature T increasing linearly from 60 ◦C to 400 ◦C at a rate of 1 ◦C/min. Those

laboratory conditions are identical to [42]. Because free water has evaporated at such

a temperature, the original volume of water in the pore space is taken up by void

space. The Kw is thus irrelevant and pH = 1 atm. Under geological conditions, σ0,

pH , and T increase linearly over geologic time because of assumed constant burial rate

S (m/m.y.), heating rate H (◦C/m.y.) associated with burial, and overburden density

ρob.

2.2.1 Determination of overpressure

Increased overpressure is the primary driver of microcrack development and propa-

gation in our model. Overpressure is calculated differently in the laboratory than in

geological settings. Because we assume that hydrocarbons are governed by the ideal

gas law in the laboratory, but instead assume linear elasticity in geological settings,

we present two different formulations, one for each case. Note that the following

overpressure calculations apply to time steps before crack opening and propagation;

they are modified when the cracks open and provide additional pore space.

Geologic setting

The determination of overpressure in the geological setting essentially s modified after

[11, 15]. At any point in time during the kerogen-to-hydrocarbon transformation,

a certain fraction s of the original kerogen has been converted to hydrocarbons.

Generally speaking, s is a linear function of the kerogen transformation ratio, which

is determined from the hydrocarbon-generation kinetics. Maximum transformation

ratio is determined by the kerogen type. Under conservation of mass in the reference
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Figure 2.1: Side-view of the 3D source rock system at transformation ratio TR greater
than zero, and a 3D schematic on the upper right. At zero TR, the crack aperture is
zero; the kerogen and water fill the pore space. At the end of thermal maturation,
30% of the kerogen and residual solid remain in the system. At some TR greater than
zero, the microcrack reaches a final length of Lf , with a crack aperture profile w(x).
The associated overpressure ∆P is given by pf − pH , which is the difference between
the pore pressure pp and the reference hydrostatic pressure. σ0 = confining stress,
which is the lithostatic stress accumulated from zero at t = 0; L = length; R = radius.
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state, we have

sρk,iVk,i = ρHC,iVHC,i, (2.1)

where Vk,i and VHC,i are in-situ volumes of kerogen and hydrocarbon in the reference

state. Invoking the definition of volume expansion parameter, D, Eqn.(2.1) becomes

VHC,i
Vp,i

= sD(1− Sw) (2.2)

where Vp,i is the initial volume of the pore space given by Vp,i = 4πR3/3 = Vk,i/(1−Sw).

Because of volume expansion of hydrocarbons and associated loss of kerogen, the

net change of the pore space is calculated as

∆Vp = ∆Vw + (1− s)∆Vk + ∆VHC + VHC,i − sVk,i. (2.3)

The first three terms in the right side of Eqn.(2.3) are elastic deformations (∆V ) of

the water, remaining kerogen volume, and hydrocarbon volume in the pore space,

respectively, which are caused by overpressure; the last two terms denote intrinsic

volume change associated with kerogen- to-hydrocarbon conversion independent of

the overpressure. Dividing Eqn.(2.3) by Vp,i, and invoking the definition of bulk

modulus for linear elastic materials and ignoring the thermal expansion, the bulk

moduli of the pore space, water, hydrocarbon, and kerogen, in sequence, are given

by Kp = Vp,i∆P/∆Vp; Kw = −Vw,i∆P/∆Vw; KHC = −VHC,i∆P/∆VHC ; and Kk =

−Vk,i∆P/∆Vk. Substituting the above constitutive relations into Eqn.(2.3), we obtain

an expression for ∆P

∆P =
s(1− Sw)(D − 1)

1/Kp + 1/Ksm

(2.4)

where Ksm is the effective bulk modulus of the “soft material” in the pore space
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consisting of water, kerogen and hydrocarbons, and is given by

1

Ksm

=
Sw
Kw

+
(1− s)(1− Sw)

Kk

+
sD(1− Sw)

KHC

, (2.5)

and Kp is the pore stiffness which can be derived from the porosity, bulk modulus, and

grain modulus if we assume that the rock matrix is effectively homogeneous, isotropic,

and linear elastic [35]:

Kp =
φ0

1/Ksh − (1 + φ0)/Ks

(2.6)

where φ0 is the porosity of the shale matrix in the reference state, Ksh is the drained

bulk modulus of the shale matrix and is given by Ksh = Esh/3(1− 2νsh). In the case

where Sw and TOC (wt.%) are given, porosity can be calculated as

φ0 =
TOC

0.83× 100(1− Sw)

ρsh,i
ρk,i

, (2.7)

where the coefficient 0.83 converts the TOC into total organic matter by wt.% [30].

Laboratory setting

In the laboratory setting, transient hydrocarbon pressure P0 is determined for the

time at which hydrocarbon is first generated from a volume sVk,i of kerogen. The

generated hydrocarbon is confined within the volume sVk,i and no elastic deformation

is allowed at this this transient time. The transient hydrocarbon pressure is calculated

as

P0 =
sn

sVk,i
RT, (2.8)

where n is the total number of moles of hydrocarbons that can be generated from

the kerogen of volume Vk,i. The ratio n/Vk,i can be determined from the kerogen-

to-hydrocarbon reaction, which is assumed to be unchanged throughout kerogen-to-

hydrocarbon reaction. Note that P0 is associated with the transient hydrocarbon
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volume V0 = sVk,i. Because laboratory pyrolysis experiments are performed at

temperatures near 400 ◦C at which the water has evaporated, we make the assumption

that pH = σ0 = 1 atm. Because the water has evaporated, the volume SwVp,i, which

used to be filled by water, is now void and can be filled by hydrocarbons. After elastic

deformation, the final volume of hydrocarbons is given by

V1 = Vp,i

[
s(1− Sw) + Sw + ∆P

(
(1− s)(1− Sw)

Kk

+
1

Kp

)]
(2.9)

where ∆P is the “effective pressure”, given by the difference between the final pore

pressure P1 and the hydrostatic pore pressure pH : ∆P = P1−pH = P1−σ0. Following

the ideal gas law, we obtain an expression with one unknown P1, which can be solved

using the quadratic formula

P1 = P0s(1−Sw)

[
s(1− Sw) + Sw + (P1 − σ0)

(
(1− s)(1− Sw)

Kk

+
1

Kp

)]−1
. (2.10)

2.2.2 Framework of fracture mechanics

The initiation and propagation of microcracks are controlled by the Stress Intensity

Factor (SIF) at the tip of pre-existing defects. If the net tensile stress is high enough

to cause the SIF to exceed the fracture toughness of the shale, KIc, cracks will open

and grow. If we assume that no shear exists, a Mode I (tensile) fracture is initiated if

the pore pressure is sufficiently high. The cracks reach equilibrium and stop growing

when SIF= KIc. For the 3D geometry assumed by our model, the general form of the

Mode I SIF is given by [58] as

KI =
2√
π
σ
√
L

∫ L

0

f

(
x

L
,
L

R

)
dx√

L2 − x2
, (2.11)
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where σ is the net tensile stress given by σ = pp − σ0, L is the length of the crack

starting from the rim of the spherical pore, and x is the position along the crack over

length L as shown in Figure 2.1. The function f
(
x
L
, L
R

)
adjusts the coefficient for

cracks with different lengths, and is given by

f

(
x

L
,
L

R

)
=
x/L+R/L

1 +R/L

(
1 + 0.3

(
1− x

L

)( 1

1 + L/R

)6
)
. (2.12)

In the limiting cases for short and long cracks, Eqn.(2.11) gives SIFs for notch- and

penny-shaped cracks, respectively.

A common criterion for quasistatic fracture propagation in the framework of LEFM

is given by

SIF ≥ KIc. (2.13)

At the moment when defects start to grow into cracks, the following relationship holds

KIc =
2√
π

(pp − σ0)
√
L0

∫ L0

0

f

(
x

L0

,
L0

R

)
dx√
L2
0 − x2

(2.14)

where pp = ∆P + pH , and can be determined from Eqns.(2.4) and (2.10). At the end

of the crack propagation process, the SIF at the crack tip once again equals fracture

toughness of the shale matrix, where final pore pressure pf and crack length Lf are

found. We can show that the crack propagation can eventually terminate, because

the pore pressure reduction rate, ∂pp/∂L, is larger than ∂L1/2/∂L in the long crack

limit, ensuring that SIF decreases as the crack length L grows in the limiting case; a

sketch of proof is given in the Appendix.

To solve for the final pore pressure pf and crack length Lf at equilibrium, we

must evaluate the extra pore space Vcr created by crack opening. Because of the

axi-symmetric nature the source rock system, we can calculate Vcr by integrating the

crack aperture profile around the axis of symmetry. The aperture of the crack (twice
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the displacement of a single surface on the crack) is given by

w(x) =
4

π

(1− νsh)(pp − σ0)
Gsh

∫ L

x

[∫ a

0

f

(
ξ

a
,
a

R

)
dξ√
a2 − ξ2

]
f
(x
a
,
a

R

) a+R

x+R

ada√
a2 − x2

.

(2.15)

where Gsh is the shear modulus of the shale matrix given by Esh/2(1 + νsh). It follows

that Vcr is calculated as

Vcr =

∫ L

0

2π(R + x)w(x)dx. (2.16)

Note that Vcr is a function of pp and L. When the cracks stop propagating, Vcr =

Vcr(pf , Lf ).

Determination of final pore pressure and crack length

In the geological settings, after the formation of fracture plane, Eqn.(2.3) becomes

∆Vp + Vcr = ∆Vw + (1− s)∆Vk + ∆VHC + VHC,i − sVk,i. (2.17)

Substituting the constitutive relations, the expression for final pore pressure pf

considering crack volume becomes

pf =
s(1− Sw)(D − 1) + Vr(pf , Lf )σ0 + (1/Kp + 1/Ksm)pH

Vr(pf , Lf ) + 1/Kp + 1/Ksm

(2.18)

where Vr(pf , Lf) is the normalized crack volume divided by the effective tensile

stress, namely Vr(pf , Lf ) = Vcr(pf , Lf )/(pf − σ0)Vp,i. Meanwhile, the crack opens and

propagates critically when the SIF reaches fracture toughness. The fracture criterion

is met when the crack stops propagating, where the pore pressure and crack length
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reach pf and Lf , respectively,

KIc =
2√
π

(pf − σ0)
√
Lf

∫ Lf

0

f

(
x

Lf
,
Lf
R

)
1√

L2
f − x2

dx. (2.19)

We can solve for pf and Lf using Eqns.(2.18) and (2.19) for the geological setting.

In the laboratory setting, with the additional pore volume contributed from the

microcrack volume, the final hydrocarbon volume becomes

Vf = Vp,i

[
s(1− Sw) + Sw + (pf − σ0)

(
Vr(pf , Lf ) +

(1− s)(1− Sw)

Kk

+
1

Kp

)]
(2.20)

and Eqn.(2.10) becomes

pf =

[
s(1− Sw) + Sw + (pf − σ0)

(
Vr(pf , Lf ) +

(1− s)(1− Sw)

Kk

+
1

Kp

)]−1
s(1− Sw)P0.

(2.21)

We can solve for pf and Lf using Eqns.(2.21) and (2.19) for the laboratory setting.

2.3 Numerical results

We created a Matlab simulator implementing Eqns.(2.1)-(2.21), and ran the simulation

in both laboratory and geological settings. A comparison between the simulation and

the experimental results by [42] were made, followed by a series of parametric studies.

The shale properties were based on the Eocene Green River shale sample from Piceance

Basin in Colorado, which was used by [42]. Burnham and Braun (1990) [13] and Peters

et al. (2016) [62] compiled extensive kinetics parameters for the Green River shale so

we made our selection based on those references with calibration to the experiment
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by [42]. Mechanical properties of the shale were estimated and adjusted according

to [20] and [27]. For the geological setting, we selected typical sedimentation rate,

heating rate, and average overburden density to simulate natural microcrack growth

over geologic time. Input parameters are given in Table 2.1. The main differences

between the two settings, apart from differences in mechanical properties because of

temperature effects, lie in the confining stress and ambient temperature.

2.3.1 Parameters for hydrocarbon-generation kinetics

The hydrocarbon-generation kinetics follow the typical type I kinetics, which is

applicable to Eocene Green River shale in the Piceance Basin. The transformation

ratio, TR, of kerogen maturation is described by a first-order ordinary differential

equation and the reaction rate k is approximated by the Arrhenius equation

dTR

dt
= k(1− TR), (2.22)

k = A exp(−Ea/RT ), (2.23)

where A is the preexponential factor and Ea is the activation energy. We used

A = 5× 1013 s−1 and Ea = 49 kcal/mol after [13] and [62]. At the end of the kerogen

transformation, 30% of the original mass typically remains so that s = 0.70TR for the

volume fraction of decomposed kerogen at any time t where TR ranges from 0 to 1.

2.3.2 Parameters for the geologic setting

The parameters for geological settings are primarily based on normally compacted

sedimentary rock formations. In the reference state, pore pressure is assumed to be

hydrostatic

pH(t) = ρHgSt (2.24)
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where ρH is the water density, S is the constant sedimentation rate, g is the acceleration

of gravity, and t is the geologic time. For the case study, ρH = 1000 kg/m3, S =

100 m/m.y., and g = 9.81 m/s2.

The temperature profile is given by

T (t) = T0 +Ht, (2.25)

where T0 is the surface temperature (25 ◦C), and H is the constant heating rate

(2.5 ◦C/m.y.). The confining stress, σ0, which is the lithostatic stress accumulated

from zero at t = 0, is given by

σ0(t) = ρobgSt, (2.26)

where ρob is the average density of the overburden taken as 2200 kg/m3. Note that

in all examples, the temperature, confining stress, and reference pore pressure all

increase linearly with geologic time.

Typically, parameters such as the Young’s modulus, Poisson’s ratio, and fracture

toughness are measured at room temperature. In reality, mechanical properties of each

component change as a function of temperature. For example, Closmann and Bradley

(1979) [20] report that Young’s modulus of an oil shale decreases as the temperature

increases. At approximately 100 ◦C, where kerogen maturation is active, Young’s

modulus of an oil shale is expected to be approximately 40% of the modulus measured

at ambient conditions. As a result, we scaled the Young’s modulus reported by [18],

as well as bulk moduli for the other constituents, by 40% to represent conditions in

the oil window. Poisson’s ratio remains 0.3 for the shale matrix. The actual values

used are shown in Table 2.1.
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2.3.3 Parameters for laboratory setting

The laboratory conditions were set based on the experimental setup of [42]. The

ambient temperature linearly increased at a rate of 1 ◦C/min from 60 ◦C to 400 ◦C. No

external confining pressure was applied to the shale sample; it was set to be 1 atm to

be consistent with the reference pressure in the pore space. Because the products from

kerogen thermal maturation approximately follow the ideal gas law, we use the number

of moles of gas generated per unit volume of original kerogen, n/Vk,i, to evaluate the

instantaneous overpressure caused by the tendency of volume expansion. Note that

products generated by kerogen maturation contain non-hydrocarbon substances; we

took this into consideration in the calculation of n/Vk,i. In the experiments conducted

by [42], the sample forms horizontal microcracks with aperture sizes between 5 and

25 µm upon heating to 350 ◦C. Based on the heating procedure used in that study,

we can estimate the composition of the end product, which consists of a mixture of

oil and gas. The densities of the oil and kerogen, for the first-order approximation,

can be treated as roughly equal, so that the generated oil does not contribute the

overpressure. The gas mixture, however, approximately follows the ideal gas law,

and has a much larger density difference from the kerogen and oil. From [71] and

[12], the gas composition corresponding to the oil yield of the current experiment is

approximately 20.0 mol% CH4, 21.0 mol% CO2, and 34.0 mol% H2. Additionally,

we added 5.0 mol% CO as one of the non-hydrocarbon products. To determine

the average composition of the remaining 20.0 mol% hydrocarbon gas, we assumed

an approximately 1:1 weight ratio between the hydrocarbon and non-hydrocarbon

gases, and obtained an average composition of C2.5H10. The complete gas mixture

composition is given in Table 2.2, which has an average molecular weight of 22.5 amu.

For an average kerogen density of 1100 kg/m3, n/Vk,i is approximately 0.05 mol/cm3

for this given gas mixture. For the parametric study, we use three sets of n/Vk,i values,

ranging from 0.02 mol/cm3 to 0.06 mol/cm3, to calculate the final overpressure and
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crack lengths.

For a temperature range of 300 ◦C to 400 ◦C, where microcracks open and propagate,

the moduli of each constituent are reduced to 10% of the moduli measured at room

temperature, as suggested by [20]; the values are tabulated in Table 2.1.

2.4 Discussion

2.4.1 Comparison with laboratory results

Figure 2.2 shows a comparison between our simulation results and the experimental

data of [42]. The top panel shows the fracture surface area as a function of the heating

temperature. The circles were extracted from the experimental data of [42], where

they measured the largest fracture surface area in the sample. In our simulation,

we used a fracture toughness of the shale matrix of 0.05 MPa-m1/2, an initial pore

radius of 38 mm, and a volume expansion parameter, n/Vk,i, of 0.04 mol/cm3. Our

simulation results were able to match the experimental data reasonably well. The

middle and bottom rows show additional simulation results of the overpressure and

crack sizes as functions of the transformation ratio. We observed a few megapascals

residual overpressure at the end of maturation because the system is assumed to

be impermeable. The crack reached a length of 2 mm, a median crack aperture of

3.6 µm, and a crack volume approximately 180 times the original pore volume at a

final temperature of 400 ◦C. Note that our crack aperture estimate is smaller than the

observations made by [42], where the crack apertures ranged between 5 and 25 µm.

Possible explanations include (1) difference in the average kerogen particle size, (2)

fracture enhancement because of interactions among multiple kerogen bodies and

microcracks, and (3) different mechanical properties for shale matrix and the kerogen.

Finally, we note that the n/Vk,i value of 0.04 mol/cm3 is reasonable if the products
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generated from the kerogen maturation are primarily gases.

We performed parametric studies in both laboratory and geological settings. The

parameters of interest include the volume expansion parameter, which is n/Vk,i in the

laboratory setting and D in the geological setting, the radius of the initial pore space,

R, the fracture toughness of the shale matrix, KIc. For each parametric study, we

calculated the fracture surface area, A; the overpressure, ∆P ; final crack length, Lf ;

the median of crack apertures, wmed; and the secondary porosity contributed through

the crack opening normalized by initial pore volume, Vcr/Vp,i.

2.4.2 Parametric studies in laboratory settings

Figure 2.3 shows the results of our parametric study for the n/Vk,i ratio under

laboratory settings. We fixed the fracture toughness at 0.05 MPa-m1/2, and the initial

pore radius at 40 mm. In cases where n/Vk,i is 0.04 mol/cm3 and 0.06 mol/cm3,

crack propagation has already taken place at 300 ◦C. For a smaller n/Vk,i ratio of

0.02 mol/cm3, overpressure accumulation is slower so that crack propagation is delayed,

which takes place at an approximate temperature of 305 ◦C represented by the jump

in the median of crack aperture in Figure 2.3 (D). Once cracks are formed, the final

overpressures are approximately the same in all of the cases, approximately 12 MPa

above the ambient pressure, because the vapor products are not allowed to escape

from the system. The n/Vk,i has a large effect in determining the final crack sizes. For

an n/Vk,i of 0.02 mol/cm3, the crack reaches a final length of 1.5 mm, a median of

crack apertures of 3 µm, and a fracture surface area of 7.5 mm2, resulting in a crack

volume approximately 50 times larger than the original pore volume. For larger n/Vk,i

values, the crack sizes grow, with an n/Vk,i of 0.06 mol/cm3, the fracture surface area

is approximately 23 mm2 with a crack volume more than 200 times larger than the

original pore volume, resulting in a large amount of secondary porosity.

Figure 2.4 shows the sensitivity of results to the initial pore size. Because of
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the dimensional dependence of the SIF on the crack length, smaller pores generate

much smaller cracks. For instance, comparing R = 20 mm and R = 60 mm, the final

fracture surface areas are 2.0 mm2 and 50 mm2, respectively, the final crack lengths

are 0.80 mm and 4.0 mm, respectively, and the medians of crack apertures are 2 µm

and 4.5 µm, respectively. Consequently, secondary porosity (Vcr) is correlated with

the initial pore size. The overpressure is also related to the initial pore size because it

is approximately inversely proportional to the crack length accordingly to the formula

of the SIF and fracture propagation criterion. Smaller pores result in shorter cracks

and thus larger overpressures.

Figure 2.5 shows the sensitivity to the fracture toughness. We observe that low

fracture toughness samples are prone to fracture and grow long cracks and large

crack volumes. For instance, for a KIc of 0.05 MPa-m1/2, the final crack length

is approximately 2.0 mm with a crack volume almost 150 times larger than the

original pore volume. The associated overpressure is small, only approximately 1 MPa,

compared to 5 MPa for KIc of 0.15 MPa-m1/2. Because the overpressure is small, the

crack aperture is small too (around 3 µm), but this effect is overshadowed by a much

longer crack that still gives a larger fracture surface area and crack volume overall.

In contrast, for a KIc of 0.15 MPa-m1/2, the associated crack length, fracture surface

area, and crack volume are much smaller, whereas the final overpressure is larger.

In addition, the fracture toughness also affects the onset of crack propagation. For

a value of 0.05 MPa-m1/2, crack propagation has already taken place at 300 ◦C. In

contrast, crack propagation does not occur until reaching a temperature of 320 ◦C for

a fracture toughness of 0.15 MPa-m1/2. In summary, the overpressure, the onset of

crack propagation, and crack sizes are all sensitive to the fracture toughness.
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Figure 2.2: Comparison with the experimental data of [42]. (A) The fracture surface
area as a function of the heating temperature. Data points were extracted from [42];
black curves were obtained from our simulation results. Underneath the fracture
surface area, overpressure (∆P ; B), crack length (L; C), median of crack apertures
(wmed; D), and crack volume normalized by initial pore volume(Vcr/Vp,i; E) were
plotted against the heating temperature T .
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Figure 2.3: Parametric study of the volume expansion parameter, n/Vk,i, in laboratory
conditions. (A) The fracture surface area as a function of the heating temperature
T . Overpressure (∆P ; B), crack length (L; C), median of crack apertures (wmed; D),
and crack volume normalized by initial pore volume (Vcr/Vp,i; E) were plotted against
the heating temperature T . Three curves with various n/Vk,i ratios were plotted. The
pore radius R is 40 mm, and the fracture toughness KIc is 0.05 MPa-m1/2.
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Figure 2.4: Parametric study of the initial pore radius, R, in laboratory conditions. (A)
The fracture surface area as a function of the heating temperature T . Overpressure
(∆P ; B), crack length (L; C), median of crack apertures (wmed; D), and crack
volume normalized by initial pore volume (Vcr/Vp,i; E) were plotted against the
heating temperature T . Three curves with various R values were plotted. The
volume expansion parameter n/Vk,i is 0.04 mol/cm3, and the fracture toughness KIc

is 0.05 MPa-m1/2.
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Figure 2.5: Parametric study of the fracture toughness, KIc, in laboratory conditions.
(A) The fracture surface area as a function of the heating temperature T . Overpressure
(∆P ; B), crack length (L; C), median of crack apertures (wmed; D), and crack volume
normalized by initial pore volume (Vcr/Vp,i; E) were plotted against the heating
temperature T . Three curves with various KIc values were plotted. The pore radius
R is 40 mm, and the volume expansion parameter n/Vk,i is 0.04 mol/cm3.
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2.4.3 Parametric studies in geological settings

Figures 2.6 - 2.8 show the stress histories and crack growth over geologic time. We

primarily focus on the time interval 15 m.y. to 40 m.y., during which the kerogen of

specified hydrocarbon-generation kinetics matures. Parametric studies on the volume

expansion parameter, D, the initial pore radius, R, and the fracture toughness, KIc,

were performed in the geological settings. In the upper panels of Figures 2.6 - 2.8 where

the stress histories are shown, the overburden, σ0, and the reference pore pressure, pH ,

both increase linearly over time. This is because of the constant sedimentation rate,

overburden density, and the assumption of hydrostatic pore pressure in the reference

state. As the conversion of kerogen to hydrocarbons takes place, the pore pressure,

pf , gradually builds up. It starts from the hydrostatic pore pressure and eventually

exceeds the overburden. Because the net tensile stress is calculated as the difference

between the pore pressure and the overburden, the pore pressure must exceed the

overburden to initiate crack propagation. The amount of net tensile stress needed

for crack propagation is determined by the fracture toughness: the lower the KIc,

the lower the net tensile stress needed. At equilibrium when the crack propagation

terminates, the SIF is maintained at the level of KIc, and hence a nearly constant offset

between the pore pressure and the overburden is seen in all cases at later maturation

stages. In the upper panel of Figure 2.8, we observe larger variation in the amount

of offset for different fracture toughness values after crack propagation has taken

place. This is because the SIF is proportional to the net tensile stress so that the

overpressure is most sensitive to the fracture toughness and relatively less sensitive

to the volume expansion parameter and the pore size. Additionally, from the upper

panel of Figure 2.6 we also observe that the volume expansion parameter has a large

control on the overpressure build-up rate and the onset of crack propagation where the

kink in the pore pressure drop is located. For a D of 1.2, crack propagation does not

occur until 37 m.y., whereas for a D of 1.6, crack propagation takes place as early as
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32 m.y. Results on the effects of volume expansion parameter and fracture toughness

are consistent with those produced by [28, 29]; the magnitude of the overpressure is

also close.

The four lower panels in Figures 2.6 - 2.8 show the sensitivities of overpressure

and microcrack sizes to the volume expansion parameter, the initial pore size, and

the fracture toughness as functions of transformation ratio in the geological settings.

Because a significant amount of overburden is exerted on these samples, microcrack

sizes are much smaller than those in the laboratory settings. This is seen most clearly

in the bottom rows of Figures 2.6 - 2.8, where plots of the median of crack apertures

and normalized crack volumes are shown. Compared with the apertures of cracks

generated under laboratory conditions (on the order of a few microns), apertures of

cracks generated under geological conditions are minuscule: below 0.5 µm in all of

the cases. As a result, no significant amount of crack volume (secondary porosity) is

generated through the formation of the fracture planes. By using larger D values, such

as 1.6, we may be able to obtain secondary porosity that is approximately 25% of the

original pore volume. Furthermore, we observe that although all the three parameters

under study affect the microcrack dimensions, only the volume expansion parameter

affects the overpressure build-up rate (Figure 2.6), and that only the fracture toughness

considerably affects the final pore pressure (Figure 2.8). In all of the cases, the final

crack length lies in the range of hundreds of microns, and the crack aperture lies in

the sub-micron range, both of which agree with observations from several SEM images

showing in-situ organic-rich shale samples [46, 5].

2.5 Summary

In this chapter, we presented a model that predicts the microcrack growth and pore

pressure changes during the process of kerogen thermal maturation in organic-rich
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Figure 2.6: Parametric study of the volume expansion parameter D under geological
conditions. (A) The stress history plotted against the geologic time. The dark gray
broken line denotes the overburden (confining stress, which is the lithostatic stress
accumulated from zero at t = 0); the light gray broken line denotes the hydrostatic
pore pressure pH in the reference state. Three black curves (solid, dotted, and dashed)
with various volume expansion parameters, D, denote the actual pore pressure over
time. Underneath the stress history, overpressure (∆P ; B), crack length (L; C),
median of crack apertures (wmed; D), and crack volume normalized by initial pore
volume (Vcr/Vp,i; E) were plotted against the transformation ratio, TR. The pore
radius R is 40 mm, and the fracture toughness KIc is 0.05 MPa-m1/2.
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Figure 2.7: Parametric study of the initial pore radius R under geological conditions.
(A) The stress history plotted against the geologic time. The dark gray broken line
denotes the overburden (confining stress, which is the lithostatic stress accumulated
from zero at t = 0); the light gray broken line denotes the hydrostatic pore pressure
pH in the reference state. Three black curves (solid, dotted, and dashed) with various
initial pore radii, R, denote the actual pore pressure over time. Underneath the stress
history, overpressure (∆P ; B), crack length (L; C), median of crack apertures (wmed;
D), and crack volume normalized by initial pore volume (Vcr/Vp,i; E) were plotted
against the transformation ratio, TR. The fracture toughness KIc is 0.05 MPa-m1/2,
and and the volume expansion parameter D is 1.3.
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Figure 2.8: Parametric study of the fracture toughness KIc under geological conditions.
(A) The stress history plotted against the geologic time. The dark gray broken line
denotes the overburden (confining stress, which is the lithostatic stress accumulated
from zero at t = 0); the light gray broken line denotes the hydrostatic pore pressure
pH in the reference state. Three black curves (solid, dotted, and dashed) with various
fracture toughnesses, KIc, denote the actual pore pressure over time. Underneath the
stress history, overpressure (∆P ; B), crack length (L; C), median of crack apertures
(wmed; D), and crack volume normalized by initial pore volume (Vcr/Vp,i; E) were
plotted against the transformation ratio, TR. The pore radius R is 40 mm, and the
volume expansion parameter D is 1.3.
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shales. This model is primarily based on elasticity and LEFM. By running the

simulation under laboratory conditions, we obtained similar fracture surface areas to

those measured by [42]. Secondary porosity generated by crack opening is significant

under laboratory conditions: the induced crack volume can accommodate several

hundred times the initial pore volume. In contrast, under geological conditions, no

significant secondary porosity is generated through crack opening. If the kerogen-to-

hydrocarbon density ratio is high enough, overpressure can be built up more quickly,

and microcracks can propagate at earlier maturation stages. However, the extent of

propagation and resulting apertures are much smaller than those generated under

laboratory settings because of the effect of overburden. Parametric studies show

that the volume expansion parameter, initial pore size, and fracture toughness of the

shale matrix are all major factors in the final microcrack sizes and pore pressures to

varying degrees. The comparison between laboratory and geological conditions shows

that the source rock system behaves fundamentally differently in those two settings;

extrapolation from laboratory to geological settings must be treated with care.

It should be noted that we have assumed that the fracture toughness is anisotropic,

and that it attains the lowest value when measured across the bedding planes. The

assumptions made crack propagation along the bedding planes favorable. If the

mechanical parameters that characterize the shale matrix across the bedding planes

vary, we should expect different results for the crack orientation, the microcrack size,

and the pore pressure.

The shale matrix is assumed to be impermeable throughout the kerogen thermal

maturation. If permeability is present, we would expect the pore pressure to decrease

over time and eventually equilibrate with the hydrostatic pore pressure. To maintain

the crack opening after the pore pressure drop associated with fluid flow, inelastic

deformation in the shale matrix must occur. This would need more comprehensive

modeling of the mechanical evolution of host rocks during the kerogen thermal



CHAPTER 2. MICROCRACK GROWTH IN SOURCE ROCKS 46

maturation. The impermeable assumption of our source rock system implies that

our model primarily applies to the early hydrocarbon generation and retention stages

before any expulsion takes place. The formation of microcracks connects isolated

microscale hydrocarbon pockets, providing pathways for the primary migration in

later stages.

Additionally, we have used a single pair of activation energy and preexponential

factors to characterize the hydrocarbon-generation kinetics. In reality, hydrocarbon-

generation kinetics would evolve as the kerogen maturation proceeds, and a more

sophisticated model is often used to differentiate the kinetics for primary cracking

from the secondary cracking. As a result, the volume expansion parameter, which

controls the physical behavior of the generated products, is expected to vary as a

function of the transformation ratio. The inclusion of those complexities would be

straightforward extensions to the current model.

Last but not the least, we assumed a single kerogen body in the system, which

leads to the creation of a single crack plane. If multiple kerogen bodies coexist,

they can result in multiple microcracks, which would interact with each other during

propagation. In general, the presence of multiple cracks would either enhance or shield

the crack propagation depending on the crack position and orientation (Lam and

Phua, 1991 [45]). We need to reply on numerical approaches to solve multi-crack

problems.
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Table 2.1: Parameters for the simulation.
Parameter Variable Value Reference

Common parameters
Activation energy of kerogen (kcal/mol) Ea 49 [12]
Preexponential factor (s−1) A 5× 1013 [62]
Total organic carbon (TOC) (wt.%) TOC 9.92 [42]
Ratio of initial defect length to initial
pore radius

L0/R 0.2

Water (void) saturation Sw 0.05
Drained Poisson’s ratio of shale νsh 0.3 [18]
Density ratio of shale to kerogen ρsh,i/ρk,i 2.0

Parameters for laboratory settings
Ambient temperature (◦C) T 60-400 [42]
Heating rate (◦C/min) H 1 [42]
Confining stress (MPa) σ0 0.1 [42]
Bulk modulus of kerogen (GPa) Kk 0.83 [84]
Bulk modulus of rock grains (GPa) Ks 3.90 [54]
Drained Young’s modulus of shale
(GPa)

Esh 1.00 [20]

Parameters for geological settings
Surface temperature (◦C) T0 25
Sedimentation rate (m/m.y.) S 100
Heating rate (◦C/m.y.) H 2.5
Average overburden density (kg/m3) ρob 2200
Water density (kg/m3) ρw 1000
Bulk modulus of hydrocarbon (GPa) KHC 0.68 [54]
Bulk modulus of water (GPa) Kw 2.73 [54]
Bulk modulus of kerogen (GPa) Kk 3.32 [84]
Bulk modulus of rock grains (GPa) Ks 15.6 [54]
Drained Young’s modulus of shale
(GPa)

Esh 4.00 [20]

Table 2.2: Gas compositions for the laboratory setting.
Gas mol % Molar mass (g/mol)
H2 34.0 2
CO2 21.0 44
CO 5.0 28
CH4 20.0 16
C2.5H10 20.0 40



Chapter 3

Source rock elastic property

estimation

3.1 Introduction

In this chapter, we introduce a workflow that incorporates geochemical data, especially

the data from the hydrous pyrolysis to better constrain the rock physics models

for estimating elastic properties of the organic-rich source rocks. By incorporating

data acquired from hydrous pyrolysis, elastic property changes of source rocks due to

hydrocarbon generation can be better quantified throughout the thermal maturation

process.

3.2 Methods

3.2.1 Anisotropic DEM algorithm

Organic-rich shale is usually anisotropic due to the fine layered structures exhibited

by clay minerals. When modeling the shale, we usually treat the shale as a VTI

48
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structure, where five independent elastic constants completely determine its elastic

stiffness tensor. The anisotropic DEM modeling scheme proposed by [59] and [32]

provides a tool for estimating the effective elastic stiffness tensor for the mixture

where the background matrix is VTI, and the inclusion material is isotropic. The

mathematical form of the anisotropic DEM is given by

dCDEM(v)

dv
=

Ci −CDEM(v)

1− v

[
I + Ĝ

(
Ci −CDEM(v)

)]−1
, (3.1)

where v is the volume fraction of the inclusion at some instance in time, CDEM is the

elastic stiffness tensor of the effective anisotropic medium, Ci is the elastic stiffness

tensor of the isotropic inclusions, I is the fourth-rank identity tensor, and Ĝ is a

fourth-rank tensor. Jakobsen et al. (2000) [36] expressed Ĝ (or P in their notations)

in the form of

Ĝijkl =
1

16π

(
Ḡikjl + Ḡjkil + Ḡiljk + Ḡjlik

)
(3.2)

where expressions for Ḡikjl are given explicitly in [9] and [59] for VTI structures.

The anisotropic DEM algorithm starts with an initial condition that CDEM = C0,

where C0 is the elastic stiffness tensor of the background matrix defined as the

inorganic mineral phases in the shale. The algorithm incrementally adds inclusions

into the background matrix, and updates CDEM according to Eqn.(3.1). The newly

added inclusions assume no interactions with previously added inclusions. At the end

of the iteration, we obtain the elastic stiffness tensor of the effective medium CDEM

with a total volume fraction φ of inclusions.

3.2.2 Batzle-Wang’s relation

The Batzle-Wang’s relations [10] is a set of empirical equations which are used to

estimate density and velocity of hydrocarbon mixtures in the reservoir conditions.
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The workflow of estimating elastic properties of hydrocarbons using Batzle-Wang’s

relation is explained in details in [54]. Here I’m giving an outline of the workflow of

applying Baztle-Wang’s relation.

First, given the oil density ρo in the API unit, we can convert it into g/cm3 by

ρo = 141.5/(API + 131.5). (3.3)

To add solution gas into the oil, we first estimate the oil formation volume factor Bo

(dimensionless)

Bo = 0.972 + 3.8× 10−4(2.4
√
G/ρo + T + 17.8)1.175 (3.4)

where G is the gas gravity (dimensionless) of the gas saturated in the oil, and T is

the in-situ temperature in ◦C. The updated density of oil with solution gas, ρG (in

g/cm3), is given by

ρG = (ρo + 1.2× 10−3G×GOR)/Bo (3.5)

where GOR is the gas-to-oil ratio in m3/m3. The final in-situ oil density with solution

gas (in g/cm3) adjusted for pressure and temperature effects is given by

ρ =
ρP

0.972 + 3.81× 10−4(T + 17.78)1.175
(3.6)

where ρP is given by

ρP = ρG + (2.77× 10−3P − 1.71× 10−7P 3)(ρG − 1.15)2 + 3.49× 10−4P (3.7)

where P is the in-situ pressure in MPa.

To further calculate the P-wave velocity Vp (in m/s) of the fluid mixture in the
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in-situ condition, we use

Vp = 2096

√
ρ′

2.6− ρ′
− 3.7T + 4.64P + 1.15× 10−2 × 4.12P × T

√
1.08

ρ′
− 1 (3.8)

where

ρ′ =
ρo

Bo(1 + 1× 10−3GOR)
. (3.9)

Finally, the bulk modulus K of the fluid mixture expressed in Pa is given by

K = 1000ρV 2
p . (3.10)

3.2.3 Easy %Ro

One of the most widely used models for estimating in-situ Ro is the Easy %Ro proposed

by [72]. It takes the simple form

%Ro = exp(−1.6 + 3.7TR) (3.11)

where TR is the transformation ratio denoting the fraction of kerogen that has been

decomposed during the thermal maturation. Easy %Ro assumes a series of parallel

chemical reactions with Arrhenius type rate constants. The rate constants k associated

with those reactions are characterized by a single frequency factor, and a predetermined

distribution of activation energies shown in Figure 3.1. We note that Easy %Ro is

modeled based on open-system pyrolysis experiments, which produce different end-

products from the hydrous pyrolysis. We caution a direct transfer of TR derived

from hydrous pyrolysis to Easy %Ro without calibrations to specific hydrocarbon

generation kinetics.
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Figure 3.1: Distribution of activation energies specified in Easy %Ro.

3.2.4 Rock physics modeling constrained by hydrous pyroly-

sis data

Figure 3.2 shows the general workflow of modeling the anisotropic source rock system;

the DEM is used twice in estimating the elastic constants. The DEM is first used to

estimate the elastic constants of the organic mixture which consists of solid kerogen

and hydrocarbons in the liquid phase. The DEM is used again where it mixes the

organic part into the inorganic background to compute the overall elastic constants of

the source rock system. In modeling the organic mixture, experimental data, including

data collected from the hydrous pyrolysis are used to constrain the rock physics

models.

Calculating elastic constants for the organic mixture

Figure 3.3 shows the workflow of estimating elastic constants of the organic mixture

through the DEM. The organic part is assumed to be either pure solid consisting
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Figure 3.2: Workflow of modeling the source rock system as an effective medium. The
DEM is used twice, first in modeling the organic mixture, second in modeling the
source rock system. Experimental data are used to constrain inputs when modeling
the organic mixture.

of kerogen and bitumen in the immature stage, or a mixture of solid and fluid

in the maturing stage, where the liquid comes from the generated hydrocarbons.

Because numerous SEM images have revealed bubble-like hydrocarbon-filled nanopores

dispersed inside the kerogen, the fluid pockets generated during the thermal maturation

are treated as spherical inclusions in our modeling workflow. Those inclusions are

added to the solid organic background through the DEM. We use experimental data,

especially hydrous pyrolysis data to constrain the inputs used in the DEM and in

the Batzle-Wang’s relation. Specifically, the elastic properties of the solid organics

are determined from laboratory measurements based on [43, 83, 26]; inputs into the

Batzle-Wang’s relation (e.g. API gravity, GOR, gas gravity, etc.), which we use to

estimate the elastic properties of the fluid phase, are collected from, or calculated

based on the hydrous pyrolysis experiments.

Additionally, volume fractions of solids and fluids within the organic mixture,

which vary with the thermal maturity level, can also be estimated from hydrous
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Figure 3.3: Recipes for modeling organic mixtures. As the thermal maturation takes
place inside the kerogen, the kerogen transforms into solid bitumen, and oil- and
gas-bearing fluids. The fluid pockets have bubble-like shapes, which are modeled as
spherical inclusions inside the solid organic background. The DEM scheme is used for
estimating the elastic constants of the organic mixtures.

pyrolysis experiments, and mapped to various maturation stages. The underlying

assumption here is a correspondence between the products produced from the hydrous

pyrolysis and in-situ conditions at any thermal maturation stage. This assumption has

been tested and endorsed by [48]. Table 3.1 shows yields of the kerogen, bitumen, oil,

and total gas collected by [70] from a set of hydrous pyrolysis experiments. Figure 3.4

shows those yields plotted as a function of Ro, and a calculated total yield shown in

the black curve. We observe that the black curve is essentially flat across different

maturity levels, which suggests that the mass of the organic matter is conserved. We

approximate the volume fraction of the fluids within the organic mixture to be the

ratio of the yield of fluids (sum of green and red curves) to the total yield (black

curve). We note that by equating the volume fractions to the weight fractions, we omit

the effect of density contrast between the solid and fluid parts, which may become

more pronounced at late maturity levels, during which the solid becomes denser,

while lighter hydrocarbons are formed. Within the oil window under consideration

(Ro below 1.2%), the density contrast should not be problematic. Figure 3.5 shows

the calculated volume fraction of fluids in the organic mixture based on the hydrous

pyrolysis data. The data show a consistently increasing trend in the volume fraction

of fluids from almost 0 in the immature stage to over 0.6 at an Ro of 1.2%. We further

fit a sigmoid curve through the data points, and obtain a relationship between the
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Table 3.1: Product yields in mg/g TOCo of kerogen, bitumen, oil and gas and
transformation ratio (TR) obtained from each hydrous pyrolysis experiment from [70]
Table 3.

T (◦C) kerogen bitumen expelled oil total gas TR (%) Ro (%)

280 690.33 407.60 6.65 40.92 1.6 0.44
300 452.63 534.74 25.94 49.99 5.0 0.47
310 271.87 724.24 58.61 63.39 10.1 0.52
320 218.73 844.84 122.14 76.41 19.7 0.58
325 184.24 816.58 171.17 87.67 26.8 0.71
330 205.67 768.14 229.53 104.38 35.6 0.75
340 260.84 492.31 355.87 123.94 54.2 0.81
345 296.88 409.90 467.26 140.16 70.5 0.83
350 275.02 298.92 521.49 135.92 78.2 0.86
355 282.69 265.28 543.34 146.20 81.8 1.08
360 324.54 187.87 662.17 165.78 100.0 1.08
365 320.80 148.70 632.17 184.75 NaN 1.13

volume fraction of fluids and the thermal maturity indicator, Ro. The fitted curve

writes
vfluid

vinclusion
=

0.70

1 + exp (−(8.72Ro − 6.61))
(3.12)

where vfluid is the volume of the fluid phase, and vinclusion is the volume of the organic

mixtures, or equivalently the inclusions. Once the relative volume fractions are

determined within the organic mixtures, we use the DEM scheme to calculate the

effective elastic constants of the organic mixture.

Calculating elastic constants for the source rock system

After we calculate the elastic properties for the organic mixture, the organic mixtures

are then treated as inclusions, and added to the inorganic background to form an

effective medium for the source rock system as shown in Figure 3.6. Depending

on the nature of the source rock, the background can be intrinsically isotropic or
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Figure 3.4: Yields of kerogen (blue), oil (green), bitumen (orange) and total gas
(red), as well as the calculated total yield (black) plotted as a function of the vitrinite
reflectance based on [70] and Table 3.1.
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Figure 3.5: Ratios of volume fractions of fluids to organic inclusions as functions of the
vitrinite reflectance. The data points are calculated based on [70]’s hydrous pyrolysis
measurements; the red curve is a fitted curve assuming a sigmoid function form.

anisotropic; a typical anisotropic scenario is a VTI shale background. In the “Results

and discussion” section, we will first analyze the results based on an isotropic inorganic

background with a P-wave modulus of 30 GPa and an S-wave modulus of 10 GPa to

study the maturation-induced anisotropy. Later, we will analyze results based on a

VTI inorganic background, where the five independent elastic stiffness components are

c11 = 34.3 GPa, c33 = 22.7 GPa, c44 = 5.4 GPa, c66 = 10.6 GPa, and c13 = 10.7 GPa

taken from [39]. Many SEM images reveal oblate spheroidal shapes in kerogen lenses

with the axis of symmetry aligned with the normal of the bedding planes. Therefore,

we experiment with three aspect ratios, namely 0.05, 0.1 and 0.2, for the spheroidal

organics-filled inclusions perpendicular to the 3 (z)-direction. The organics-filled

inclusions assume to take a total volume fraction φ of 10% of the effective medium,

which in reality can be estimated from the total organic carbon in the immature

state (TOCo) and the kerogen type. The inclusions are incrementally added into the
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Figure 3.6: Schematics of a 3D representation (a) and a 2D side-view (b) of a source
rock system. Oblate cyan spheroids symmetric about the z-direction denote the
organics-filled inclusions. The gray background denotes the inorganic background
matrix.

inorganic background up to v = φ through the anisotropic DEM scheme given by

Eqn.(3.1).

3.3 Results and discussion

3.3.1 Modeling geological context

Figure 3.7 demonstrates the use of Easy-%Ro [72] to predict the thermal maturity

of the source rock as a function of the geologic time under a constant sedimentation

rate of 100 m/m.y., a constant heating rate of 0.025 ◦C/m, and a surface temperature

of 0 ◦C. The TR for both the vitrinite and oil generation reactions are calculated

assuming the Arrhenius type chemical kinetics. Specifically, a single preexponential

factor A of 1× 1014 s−1, and a distribution of activation energies are used for the

vitrinite generation [72]; a single pair of preexponential factor and activation energy
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Figure 3.7: Evolution of transformation ratios of the vitrinite reflectance (black) and
oil (red) over the geologic time assuming constant sedimentation rate of 100 m/m.y.,
and a constant heating rate of 0.025 ◦C/m. The calculated vitrinite reflectance using
Easy %Ro [72] is juxtaposed in the dashed green.

same as Chapter 2, which is A = 5× 1013 s−1 and E = 49 kcal/mol, is used for

the oil generation. From the red curve, we observe that the peak oil window lies

between 40-50 m.y., which corresponds to an Ro around 0.6-0.8% shown by the dashed

green curve, a typical range for the onset of the oil window. Meanwhile, the vitrinite

generation shows a more steady increase over the geologic time. This is due to the fact

that the vitrinite generation combines a series of reactions, all of which have different

activation energies. Each single reaction is represented by the curves shown in blue

to cyan in Figure 3.7. The Easy-%Ro formulation provides a pathway to connect

experimental data with the geologic setting.

3.3.2 Elastic properties of the organic part

Figure 3.8 plots the P-wave modulus M and shear modulus G of the organic mixture

calculated from the DEM as a function of the thermal maturity level Ro. We used a
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bulk modulus of 7 GPa, and shear modulus of 2.33 GPa for the solid organic part. The

bulk modulus of the oil was estimated 0.67 GPa based on the Batzle-Wangs relation;

the inputs to the Batzle-Wang’s relation were based on the mean values of parameters

collected from [70]’s hydrous pyrolysis experiments. The resulting P-wave and S-wave

moduli of the organic mixture reveal a significant reduction in the oil window, where

Ro is between 0.6% and 0.8%.

Figure 3.9 shows the sensitivity analysis that addresses the uncertainties in the

elastic property measurements inside the organic mixture. The left plot of Figure 3.9

shows the error bars for the case where the bulk modulus of the oil is either 50% less

or greater than the original value. The motivation of this exercise is that we observed

the API gravity, GOR, and other fluid properties change as a function of the thermal

maturity level from the hydrous pyrolysis experiments; we would like to see if those

changes have a significant impact or not on the moduli of the organic mixture. From

the plot we see that the variation in the fluid properties only has a limited amount

of effect in determining the P-wave modulus of the organic mixture; this is expected

because the S-wave modulus is zero for the fluid regardless of the fluid properties.

The right plot of Figure 3.9 shows the error bars where the solid organic part has

the bulk and shear moduli either 20% less or greater than the original values. Now

the error bars are much wider, especially at earlier maturation stages where the solids

dominate in the organic mixture. Also we note that the uncertainty range in the

solid part is 20% around the original value in this case, contrasting to 50% in the

previous case. This comparison clearly indicates that good measurements of the solid

properties are more critical than those of the fluids. Unfortunately, the changes in the

bulk and shear moduli for the kerogen bitumen over the thermal maturation are not

usually taken into consideration. This could have greatly increased the uncertainties

associated with the elastic property estimates for the organic mixture.
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Figure 3.8: Calculated P- and S-wave moduli of the organic mixture plotted as a
function of the vitrinite reflectance using DEM. The solid organic part assumes a bulk
modulus of 7 GPa and a shear modulus of 2.33 GPa. The generated hydrocarbons
have a bulk modulus of 0.67 GPa determined from the Batzle-Wang’s relation.

Figure 3.9: Sensitivity analysis of the P- and S-wave moduli of the organic mixture.
Left: the bulk modulus of the fluid phase is 50% less or greater than the original value,
which is 0.67 GPa. Right: the bulk and shear moduli of the solid phase is 20% less or
greater than the original values, which are 7 GPa and 2.33 GPa, respectively.
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3.3.3 Elastic properties of the source rock system for an

isotropic inorganic background

The evolution of the elastic properties of the source rock for an isotropic inorganic

background is shown in Figure 3.10. The left plot shows the evolution of the P-wave

moduli over the maturation process, and right plot shows the case for the S-wave

moduli. We observe that although the inorganic background matrix is defined as

isotropic, the addition of the aligned flat inclusions makes the source rock VTI.

Throughout the maturation process, c33, c44/c55 have more pronounced reductions,

because they have either the particle motion or the wave propagation direction parallel

to the axis of the rotational symmetry of the inclusions. This alignment makes them

more sensitive to elastic property changes in the organic mixture. Still, c11/c22 and c66

are decreased by a small amount as the rock becomes more mature. Also, inclusions

with lower aspect ratios result in more reduction in the stiffness, which is expected

because the crack-like inclusions are more compliant, leading to more significant

softening of the rock.

Figure 3.11 shows the evolution of the anisotropy parameters of the source rock with

an isotropic inorganic background. One obvious thing to observe is that the anisotropy

is enhanced during the thermal maturation. In both the ε and γ parameters, thinner

inclusions (lower aspect ratios) result in more significant increase of anisotropy as the

rock becomes more mature, but interestingly not in the δ parameter. We speculate

that this is mainly due to the less obvious physical meaning of the δ parameter. From

Figures 3.10 and 3.11, we find that the most rapid decrease in the elastic stiffness

and the the most rapid increase in the anisotropy parameters occur mostly between

an Ro of 0.6% and 0.8%, corresponding to the major oil generation time frame. The

conversion from solid to liquid results in quite significant change in the overall source

rock elastic properties. As a result, the thermal maturation can effectively soften the
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Figure 3.10: Evolution of the elastic stiffness tensor components of the source rock
system over the thermal maturation process. P-wave (left) and S-wave (right) moduli
are plotted against the vitrinite reflectance. Organic mixtures have a total volume
fraction of 10% with aspect ratios 0.05, 0.1 or 0.2.

source rock, and enhance its anisotropy.

Finally, we plotted the Vp/Vs ratio as functions of the P-wave velocity and Ro

in Figure 3.12. We used c33 to calculate Vp, and c44 or equivalently c55 to calculate

Vs because those are the common ones measured in the sonic logs. To simplify the

assumption we used a constant density of 2200 kg/m3 for the source rock, which may

not be accurate because the density may vary with the thermal maturity level as

well. From the left plot, we observe an almost linear increase in the Vp/Vs ratio as a

function of the P-wave velocity, and higher Vp/Vs ratios in thinner inclusions. From

the right plot, we observe a nonlinear decrease in the Vp/Vs ratio as the rock matures,

where the rate of the decrease is comparable to the rate at which the components in

the source rock elastic stiffness tensor decrease.
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Figure 3.11: Evolution of the Thomsen parameters ε, γ, and δ of the source rock
system over the thermal maturation process. Organic mixtures have a total volume
fraction of 10% with aspect ratios 0.05, 0.1 or 0.2.
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Figure 3.12: Evolution of the Vp/Vs ratio of the source rock as functions of the c33
derived P-wave velocity (left) and the vitrinite reflectance (right). A constant density
equal to 2200 kg/m3 was assigned to the source rock. Organic mixtures have a total
volume fraction of 10% with aspect ratios 0.05, 0.1 or 0.2.

3.3.4 Elastic properties of the source rock system for a VTI

inorganic background

Figures 3.13-3.15 show the evolution of the elastic stiffness, anisotropy parameters

and Vp/Vs ratio of the source rock for a VTI inorganic background. Compared to the

isotropic case, we observe that both of them follow fairly similar trends throughout

the maturation process, although the starting values are different due to the initial

conditions. As a result, the conclusions we drew from the isotropic case can be readily

extended to the VTI scenario.

3.4 Summary

In this chapter, we introduced an improved rock physics modeling workflow using the

effective medium theory to quantify the source rock elastic property evolution as the

source rock matures. The source rock system is divided into an inorganic background
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Figure 3.13: Evolution of the elastic stiffness tensor components of the source rock
system over the thermal maturation process for a VTI initial inorganic background.
P-wave (left) and S-wave (right) moduli are plotted against the vitrinite reflectance.
Organic mixtures have a total volume fraction of 10% with aspect ratios 0.05, 0.1 or
0.2 (same color scheme as Figure 3.10).
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Figure 3.14: Evolution of the Thomsen parameters ε, γ, and δ of the source rock
system over the thermal maturation process for a VTI initial inorganic background.
Organic mixtures have a total volume fraction of 10% with aspect ratios 0.05, 0.1 or
0.2.
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Figure 3.15: Evolution of the Vp/Vs ratio of the source rock as functions of the c33
derived P-wave velocity (left) and the vitrinite reflectance (right) for a VTI initial
inorganic background. A constant density equal to 2200 kg/m3 was assigned to the
source rock. Organic mixtures have a total volume fraction of 10% with aspect ratios
0.05, 0.1 or 0.2.

matrix containing minerals and water- or air-filled pores, and organics-filled inclusions.

The DEM was first used to build an effective medium for the organic part, and then

used to build an effective medium for the source rock system. We made use of the

experimental data, in particular the data of yields collected from the hydrous pyrolysis

experiments to constrain the inputs to the rock physics models. The use of data from

hydrous pyrolysis experiments has led to more accurate quantification of the elastic

property changes in the organic part during the thermal maturation.

From the effective medium modeling results, we found that the thermal maturation

first results in the reductions of the P- and S-wave moduli of the organic mixture;

the most pronounced reduction occurs in the oil window corresponding to a vitrinite

reflectance range of 0.6-0.8%. The sensitivity analysis showed that good measurements

of the elastic properties of the solid organic components (kerogen and bitumen) are

more critical than those of the fluids for arriving at accurate elastic constants for the

organic mixture. From the source rock system perspective, the thermal maturation
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results in enhanced anisotropy and reduced elastic stiffness. The organic inclusions

with flatter shapes (lower aspect ratios) result in more significant reduction in the

elastic stiffness, and more significant increase in the anisotropy. The elastic stiffness

components of the source rock that have either the particle motion or the associated

wave propagation direction parallel to the axis of the rotational symmetry of the

inclusions are more sensitive to the elastic property changes within the organic part.

Finally, the Vp/Vs ratio increases as a function of the P-wave velocity, and decreases

as a function of the vitrinite reflectance over the thermal maturation process.

When building the rock physics model for the source rock system, we have made

many assumptions. Two of them can be potentially relaxed to reach more compre-

hensive conclusions. First, in estimating the elastic properties for the organic part,

we assumed that the elastic moduli of the solid is constant throughout the thermal

maturation. In fact, many experimental data [83, 26] reveal that the bitumen would

undergo significant softening during the maturation, making the solid part softer as

the rock matures. Because the sensitivity analysis has shown the importance of good

elastic measurements of the solid part, the consideration of bitumen softening would

certainly lead to better estimation of the organic part elastic properties. Second, in

estimating the Vp/Vs ratio of the source rock during the thermal maturation, we have

made the assumption that the density of the source rock remains the same. In fact,

there is experimental evidence that shows that the density is also strongly affected by

the the thermal maturity, especially the organic part [27]. By considering the density

effect, the Vp/Vs ratio may result in different trends.



Chapter 4

Seismic facies classification by deep

learning

4.1 Introduction

In this chapter, we transition to a different topic, where we introduce a new deep

learning based method to classify seismic facies from 3D seismic data. The deep

learning based method is a 3D convolutional neural network (CNN) framework. This

approach proves to be very promising in making geologically reasonable and consistent

predictions of seismic facies.

4.1.1 Motivation

The increasing availability of 3D seismic data demands a workflow for automatic seismic

facies classification. Traditionally, the seismic facies interpretation and classification

are made by geoscientists. In addition to the tremendous amount of time involved in

classifying 3D seismic volumes, the quality of the results is often less controlled due to

the variation in geoscientists experiences. A CNN based procedure that automatically

70
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learns and extracts useful features from 3D seismic volumes, and consequently makes

seismic facies classification can significantly reduce the human labor and uncertainties,

thereby accelerating decision-making time.

4.1.2 Literature review

Deep learning has gained great attentions in the oil and gas industry (Tian (2018) [74],

Tian and Horne (2019) [75]). In particular, a few deep learning architectures have

shown promising results when applied to geophysical problems. LeCun et al. (1998)

[47]’s LeNet-5 CNN architecture can be readily extended and applied to analyzing

seismic volumes. Long et al. (2015) [51]’s fully convolutional network (FCN) that

builds upon the CNN, and incorporates an encoder-decoder structure, gains attentions

in many applications involving seismic inversion and interpretation. A variant of

the FCN, the UNet (Ronneberger et al., 2015 [66]), has been widely explored in salt

detection problems. Finally, the generative adversarial network (GAN) (Goodfellow et

al., 2014 [31]) is an emerging technology that enables generating more training data

by training two competing networks.

The geophysical application of the above deep learning architectures can be crudely

classified into three categories. First, in the application of generating training data,

Mosser et al. (2017) [56] pioneered in using GAN to generate 3D porous rock volumes,

and achieved permeability estimates comparable to real rocks. Second, to aid the

seismic interpretation, Huang et al. (2017) [33] introduced a scalable computing

platform for identifying geologic features from seismic attributes; Araya-Polo et al.

(2017) [6] demonstrated the use of CNN for extracting faults without seismic processing;

Alaudah and AlRegib (2017) [2] showed the use of “weakly labeled data” for mapping

faults; Alaudah et al. (2018) [3] applied the FCN to label seismic structures. Third,

to tackle the traditional inversion problems such as the velocity model inversion, Das

et al. (2018) [23] showed promising results for impedance inversion using 1D CNN,
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while Wang et al. (2018) [80] used the FCN to predict 2D velocity models.

There are a few works that are specifically relevant to our objective, which is

to extract seismic facies from seismic volume using CNN. In particular, Waldeland

and Solberg (2017) [79] presented a binary classification algorithm for salt dome

detection by classifying each pixel using its surrounding 3D seismic information.

Ildstad and Bormann (2017) [34] extended Waldeland and Solberg (2017) [79]’s

strategy by making multi-class seismic facies predictions using similar input data

formats and CNN architectures. Our work bases on the “MalenoV” repository and

labeled data created by Ildstad and Bormann (2017) [34], and aims to further improve

the prediction accuracy and computational speed.

4.1.3 3D seismic dataset

The 3D seismic dataset used in this piece of work comes from a public seismic survey

from block F3 located in the North Sea offshore of Netherlands [24]. The 3D seismic

data (cube) has a volume of size 651× 951× 462 in the inline, cross-line (xline), and

time directions, respectively. The bin size for both the inline and xline directions

is 25 m, and the spacing along the time direction is 4 ms. This survey covers an

area of size approximately 24 km by 16 km. Figure 4.1 shows the inline 339 2D

section extracted from the 3D seismic cube, which has a size of 951 × 462. Ildstad

and Bormann (2017) [34] labeled 9 classes (8 seismic facies + 1 background class)

on 140,111 pixels from the inline 339 section; the labeled areas pixels are shown in

Figure 4.2 by different colors. The 9 seismic facies are: steep dips, salt, low coherency,

low amplitude, low amplitude dips, high amplitude, high amplitude continuous, grizzly

and background. The training, validation, and test sets were prepared in a way such

that each sample is a 3D sub-cube of size 65× 65× 65 with the central voxel (pixel)

belonging to one of the labeled pixels in the inline 339 section.
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Figure 4.1: Inline 339 section from the Netherlands North Sea offshore F3 block.

Figure 4.2: Labeled pixels on the inline 339 section.
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4.2 Methods

4.2.1 CNN overview

The CNN is the most popular deep learning based method for classifying images. We

can first think of CNN as a “black box”. We give the black box an input image, and

it outputs the probability associated with each pre-defined category for that image,

and labels the image based on the highest probability. The CNN is a supervised

learning algorithm, which means that it requires labeled training data to help adjust

the parameters in the network during training time. To this end, the CNN maintains

a scalar value called a loss, and attractively reduces it by performing gradient descent

with respect to each adjustable parameter in the “black box” during training time.

There are various loss functions, but they all penalize incorrect predictions. If the

CNN is designed appropriately, and receives sufficient amount of training data, the

parameters inside the “black box” can be optimally tuned at the end of the training

time, so that it can output accurate predictions during prediction time.

CNN building blocks

The essential building blocks for any CNN architectures consist of the convolutional

layers, nonlinearity function, pooling layers, fully connected (FC) layers and a classifier.

A convolutional layer consists of one or multiple filters. Each filter is represented

by a high-dimensional tensor, where the weights for all the entries are learned and

adjusted during training. The filter size is usually much smaller than the input volume

size. The goal of each filter is to learn some generic patterns and their combinations

which are best representative for specific labels. The CNN makes use of those learned

patterns and features to make predictions. The convolution is in reality a dot product

between the weights in the filter and the activated region in the input volume that

is is scanning over. Because it is a linear operation, a nonlinearity function, such
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as the rectified linear unit, or “ReLu”, is frequently added immediately after the

convolutional layer to selectively pass information into the next layer. Concretely, the

“ReLu” function f(x) is defined as f(x) = max(0, x) where x is the output from the

convolutional layer.

The filter size, channels, strides and zero-paddings

When designing convolutional and pooling layers for the CNN architecture, we need to

fine tune the spatial arrangement for each layer by adjusting the filter size f , number

of channels, strides s and zero-padding schemes. Specifically, they are defined as:

• The filter size defines the size of the receptive field. When looking at a fixed

location, a larger filter takes in more spatial information around that point,

but it suffers from maintaining more parameters. In a convolutional layer, a

filter takes in information from all the channels from the previous layer, which

implies that it must have a dimension equal to the number of channels in the

previous layer. During the convolution, the filter performs a dot product with

the activated region in the input volume, and outputs a scalar corresponding to

a specific entry in the output volume. Note that the channel dimension in the

previous layer is contracted during the convolution.

• The number of channels corresponds to the number of filters used in one con-

volutional layer. Within one layer, all the filters have the same size. While

performing dot products, each filter reduces the output dimension by 1 due

to the contraction of the channel dimension in the previous layer. The use of

multiple filters allows the creation of a new dimension in the output volume with

the size equal to the number of filters, or equivalently the number of channels in

the current layer.

• The stride is the number of steps each time we slide the filter. A stride of 1
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Figure 4.3: The original LeNet-5 2D CNN architecture.

means that we move the filters one pixel at a time. Note that we can use different

strides along different dimensions. The output volume size along each dimension

is roughly reduced by a factor equal to the stride along the same dimension.

• Zero-padding is frequently used in order to preserve the output volume size.

For instance, a black and white image (number of channels = 1) with a size of

W ×H becomes (W − 2)× (H − 2) after passing through a 2× 2 filter with a

stride of 1 in each dimension. Often times we would like to keep the original

size after the filtering, so we pad zeros around the (W − 2)× (H − 2) output to

convert it back to W ×H.

4.2.2 New CNN design: the modified LeNet-5

LeNet-5 is one the pioneer CNN networks that was designed to detect the ten digits

from black and white images. Figure 4.3 shows the original LeNet-5 architecture.

Inspired by the LeNet-5, we made major improvement on the CNN architecture on top

of [34]’s CNN design. The original CNN architecture, which is shown in Figure 4.4,

was fairly crude: three of the five convolutional layers used the same filter design,
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Figure 4.4: The original CNN design in [34].

which is a 50-channel 3 × 3 × 3 filter; no max-pooling layers were included. The

new CNN architecture we redesigned, as shown in Figure 4.5, is a variant of the

LeNet-5 named “the modified LeNet-5”. The new design incorporated the overarching

concept that the number of channels of filters should increase while the filter size

should decrease as the layers go deeper. Two max-pooling layers were added in order

to enhance local features; the dimension of the filter tensors was increased by 1 so

that 3D convolution can be performed on the input sub-cubes. The new CNN design

demonstrates significant improvement in the loss reduction and training accuracy

gains in the early training stage; the results are analyzed in details in the “Results

and discussion” section.

4.2.3 Input data preprocessing: sparse sampling

When generating sub-cubes for the input data, we implemented a feature that sparsely

samples from the raw seismic cube at a specified step size to preprocess the input data.

Initially, the 65× 65× 65 sub-cubes were generated by continuously sampling around
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Figure 4.5: The modified LeNet-5 3D CNN architecture.

the labeled central voxels. The sparse sampling scheme improves the computational

speed by reducing the sub-cube size. Figure 4.6 shows the comparison between the

continuous sampling scheme, and the sparse sampling scheme at a step size of 2 in each

dimension, resulting in a sub-cube of size 33× 33× 33. The new sub-cube essentially

keeps the same receptive field as the old 65 × 65 × 65 sub-cube, but the data size

is reduced by a factor of 8. When the input data size is not an issue, the sparse

sampling scheme also enables storing more spatial information, potentially improving

the prediction accuracy for large-scale features.

4.2.4 Cross-entropy loss

In order to successfully train an effective CNN for the making good predictions, it

is essential to select a good loss function and an efficient optimizer. For multi-class

prediction problems, the preferred loss function is usually the “cross-entropy” loss.

To understand this loss function, it is constructive to first introduce the “softmax”

classifier, which assigns scores to each possible class given a data point.
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Figure 4.6: Illustrations of sampling schemes. Left: the original continuous sampling
scheme and the resulting sub-cube of size 65 × 65 × 65; right: the sparse sampling
scheme around the labeled central voxel in red at a step size of 2 along each dimension
and the resulting sub-cube of size 33× 33× 33.

The softmax function S as defined as

S(li) =
exp(li)∑C
k=1 exp(lk)

(4.1)

where li is the “logit” or “score” corresponding to class i, and S(li) computes the

probability belonging to class i based on the scores. Note that the given a data xi,

the sum of probabilities for all possible classes is equal to 1.

The loss function Li associated with a particular sample xi is defined as

Li = −
C∑
k=1

yk log(S(lk)) (4.2)

where k is summed for all the classes (C = 9 in our case). The label yk is 1 if xi

belongs to class k, and 0 otherwise. By minimizing Eqn.(4.2), we can maximize the

probability S(lk) when xi belongs to class k, whereby minimizing the probabilities

for other classes to which xi does not belong. This is equivalent to maximizing the

probability of having correct predictions.

If we represent the mapping from input data to scores learned by the CNN as fθ,
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we can rewrite Eqn.(4.2) as

Li = −yi
T log [S(fθ(xi))] (4.3)

where yi is represented as a one-hot vector, and fθ maps the input data xi to scores

for all the possible classes. Finally, the total loss L for m samples is sum of losses

from each term. Namely,

L =
m∑
i=1

Li = −
m∑
i=1

yi
T log(S(fθ(xi))). (4.4)

To reduce the loss we can use different gradient descent algorithms to achieve this.

One popular choice is the mini-batch stochastic gradient descent (SGD) by using the

Adam optimizer.

4.2.5 SGD and Adam optimizer

The SGD is a method that can greatly speed up the parameter updates during training.

In each iteration, the SGD only takes in one randomly selected training data from

the training set, and updates the parameters according the update rule of the chosen

optimizer. The drawback of the SGD is that the learning curves can be rather noisy

due to the high variance associated with each individual data point. To addredss

this issue, people resort to mini-batches, where during each iteration, 10 to 100 data

points randomly selected from the training set are fed into the deep learning network

to make parameter updates. Several optimizers have been designed to carry out the

mini-batch SGD. In this piece of work, we use the “ADAptive Moment” optimizer, or

the “Adam” optimizer introduced by [41]. It is one of the most popular choices in the

deep learning community nowadays.

The general update rule for the parameter vector θ in the Adam optimizer is given
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by

θt+1 = θt −
α√
v̂t + ε

m̂t (4.5)

where m̂t and v̂t are bias-corrected first and second moments of the gradient gt,

respectively; ε is usually taken to be 10−8, and is used to ensure the stability of this

equation; α is the learning rate. The first and second moments represent the mean and

the uncentered variance of the gradient gt, respectively. The bias-corrected estimates

are given by

m̂t =
mt

1− βt1
v̂t =

vt
1− βt2

(4.6)

where mt and vt are the first and second moments without bias-correction. They are

incrementally updated according to

mt = β1mt−1 + (1− β1)gt

vt = β2vt−1 + (1− β2)g2t .
(4.7)

Usually, β1 and β2 are set to constant values, which are 0.9 and 0.999, respectively,

and mt and vt are initialized as vectors of 0’s. The general idea of the Adam optimizer

is that it puts more weight in the gradient descent direction based on moving averages

from all the previously seen mini-batches. While it still puts weight on the mini-batch

drawn from the current iteration by setting 1− β1 and 1− β2, their values are usually

very small, which can effectively avoid the variance issue encountered in the traditional

SGD method.

To scan over the entire training dataset, we need to send in multiple mini-batches

into the network, where the number of mini-batches needed is determined by the total

number of training samples and the mini-batch size. A complete pass over the entire
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training dataset is called an epoch. Usually, to train a network that identifies complex

features using a large amount of data, the network needs to be trained over tens and

hundreds of epochs, where each training data is used many times. However, in our

application, we found that after one or two epochs, the training accuracy can already

achieve very high values, most likely because of the relatively simple seismic facies

textures, so we only trained our models for a few epochs in each case.

4.3 Results and discussion

We tested four models using different CNN architectures and parameters. In all the

cases, 40,000 training, 10,000 validation and 10,000 test samples were randomly drawn

without replacement from the 141,111 labeled data points. Because only a few epochs

were trained, a fixed learning rate of 0.001 was used except for the base case, where

it was initially set to an adaptive learning rate. We used the cross-entropy loss, and

the Adam optimizer to carry out the stochastic gradient descent. The mini-batch size

was set to 32 for size 65× 65× 65 sub-cubes, and 128 for size 33× 33× 33 sub-cubes.

Two epochs were trained in each case. All the training and predicting processes were

completed on the Stanford CEES GPU cluster using 8 NVIDIA Tesla K80 GPUs.

4.3.1 Model selection and comparison

The training loss and accuracy are plotted as a function of the mini-batch number in

Figure 4.7. In the legend, the “base” model refers to the original CNN architecture and

parameters used in [34]; the “new” models refer to the modified LeNet-5 architecture

shown in Figure 4.5; the “65” and “33” refer to the lengths of each dimension in

the sub-cubes; the “1” and “2” refer to the step sizes used in sampling from the raw

seismic volume.

As shown in Figure 4.7 (a) and (b), the new CNN design demonstrates significant
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improvements in several aspects. First, the new design shows a significant performance

improvement in the early training stage: the training loss decreases more quickly,

and the training accuracy increases more rapidly within the first few mini-batches.

This implies that the new CNN architecture is much more advantageous when the

computational power is limited: the training accuracy can achieve more than 0.9

within 100 mini-batches, whereas it needs over 1,000 mini-batches in the base case.

Second, the new design suffers from far less noise issues than the original design, where

we saw in the blue curves much larger perturbations over the course of training process.

We speculate the main reason for the large noise level in the original design is the use

of a sub-optimal learning rate. The initial learning rate was probably set too large,

making the model very difficult to locate the best gradient descent direction. Because

we only trained for two epochs, the power of adaptive learning rate is quite limited.

Figure 4.8 shows the unnormalized confusion matrix for “New-3” based on the

10,000 test data. It is obvious that “New-3” does extremely well on correctly predicting

all the nine classes. Although the test dataset, which is randomly drawn from all the

labeled data, is imbalanced among different categories, the imbalance did not affect

any particular underrepresented classes of “New-3”. Therefore, we did not apply any

special modification to the loss function to address the imbalance issue.

Table 4.1 compares the performance metrics of the above four models. The “Base”

model uses the old CNN design and an adaptive learning rate, and gives a test

accuracy of 0.9855 at the end of the second epoch. Although the accuracy is fairly

high after two epochs, the early training stage performance, as shown in Figure 4.7,

is not satisfactory due to its CNN design and the initial learning rate setup. The

“New-1” model, which uses the new CNN design, shows significant improvement in

the performance in the early training stage in Figure 4.7, but suffers from a much

slower training time due to a bigger CNN architecture. The “New-2” and “New-3”

models kept the new CNN design, but used smaller input sub-cubes. The reduction of
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the input data size effectively reduces the the training time by more than 50%, and

achieves higher computational efficiency. Finally, comparing the original continuous

sampling scheme in the “New-2” model with the sparse sampling scheme at a step

size of 2 in the “New-3” model, we observe that the sparse sampling scheme results in

higher validation and test accuracies because it allows for a deeper receptive field. In

summary, the new CNN design in combined with the sparse sampling scheme is the

best model for seismic facies classification in the current study.

4.3.2 Validation and application to unlabeled sections

As a verification, we made seismic facies predictions on the entire inline 339 section

using the trained “New-3” model. Figure 4.9 shows the comparison between the labeled

data and predicted results. We observe very good match between the labels and

predictions, verifying a test accuracy of more than 0.99. We further made predictions

on two xline 2D sections where labels are not available. Figure 4.10 shows the classified

results on xline 450 and 610 sections. The top plots show the raw seismic sections,

and the bottom plots show the classified results. We observe good agreement in the

seismic facies sequence between the xline 450 and 610 sections; the “salt” facies, which

are usually present inside antiforms in nature, were labeled within expected regions

in both sections. We conclude that the CNN model is able to generate geologically

reasonable and consistent predictions.

4.4 Summary

In this chapter, we introduced an improved 3D CNN framework to classify seismic

facies from 3D seismic data. Specifically, we fine-tuned the CNN hyper-parameters,

and obtained an optimal network which we called the modified LeNet-5 architecture.

We also introduced the “sparse sampling” scheme for pre-processing the input data,
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Figure 4.7: Losses (a) and training accuracies (b) plotted against the mini-batch
number for four CNN models. The mini-batch number is plotted in the normal scale
in (a), and in the logarithmic scale in (b).

which allowed us to reduce the sample size significantly while maintaining a relatively

large receptive field. We found that after incorporating these modifications, the

improved 3D CNN framework significantly improved the training accuracy in the early

training stage. The “New-3” model, which combines the modified LeNet-5 and the

sparse sampling scheme, reduces the training time by more than 50%, and achieves

a test accuracy of 0.9977, making itself the best CNN model in the current study.

Overall, we found that the 3D CNN framework is very promising in making geologically

reasonable and consistent predictions for seismic facies based on 3D seismic data.
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Figure 4.8: Unnormalized confusion matrix for New-3. The numbers 0-8 correspond
to the background, grizzly, high amplitude continuous, high amplitude, low amplitude
dips, low amplitude, low coherency, salt and steep dips, respectively.
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Figure 4.9: Labeled data (top) and predicted results (bottom) on the same inline 339
2D section. The “New-3” model was used for predictions.
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Figure 4.10: Raw seismic data (top) and prediction results (bottom) using the New-3
model on xline 450 (left) and xline 610 (right) seismic sections.
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Chapter 5

Conclusions and future work

In Chapter 1, we defined essential terminologies used in describing the source rock

system, and introduced the thermal maturation process and primary migration con-

cepts which are our main research targets in Chapters 2 and 3. We also revisited the

wave propagation fundamentals and elastic anisotropy definitions. A literature review

was followed; it covered earlier works on both experimental studies of source rocks

as well as various modeling techniques used in studying the effect of the source rock

thermal maturation.

In Chapter 2, we presented a model that predicts the microcrack growth and pore

pressure changes during the kerogen thermal maturation in organic-rich shales. This

model is primarily based on elasticity and LEFM. By running the simulation under

laboratory conditions, we obtained similar fracture surface areas to those measured

by Kobchenko et al. (2014) [42]. Secondary porosity generated by crack opening is

significant under laboratory conditions: the induced crack volume can accommodate

several hundred times the initial pore volume. In contrast, under geological conditions,

no significant secondary porosity is generated through crack opening. If the kerogen-

to-hydrocarbon density ratio is high enough, overpressure can be built up more quickly,

90
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and microcracks can propagate at earlier maturation stages. However, the extent of

propagation and resulting apertures are much smaller than those generated under

laboratory settings because of the overburden effect. Parametric studies showed that

the volume expansion parameter, initial pore size, and fracture toughness of the shale

matrix are all major roles in determining the final microcrack sizes and pore pressures

to varying degrees. The comparison between laboratory and geological conditions

showed that the source rock system behaves fundamentally differently in those two

settings; extrapolation from laboratory to geological settings must be treated with care.

In Chapter 3, we improved a rock physics modeling workflow using the effective

medium theory to quantify the source rock elastic property evolution as the source

rock matures. The source rock system is divided into an inorganic background matrix

containing minerals and water- or air-filled pores, and organics-filled inclusions. The

DEM was first used to build an effective medium for the organic part, and then was

used to build an effective medium for the source rock system. We made use of the

experimental data, in particular the data of yields collected from the hydrous pyrolysis

experiments to constrain the inputs to the rock physics models. The use of data from

hydrous pyrolysis experiments has led to more accurate quantification of the elastic

property changes in the organic part during the thermal maturation.

From the effective medium modeling results, we found that the thermal maturation

first results in the reduction of the P- and S-wave moduli of the organic mixture;

the most pronounced reduction occurs in the oil window corresponding to a vitrinite

reflectance range of 0.6-0.8%. The sensitivity analysis further showed that good

measurements of the elastic properties of the solid organic components (kerogen and

bitumen) are more critical than those of the fluids for achieving accurate elastic con-

stant predictions for the organic mixture. From the source rock system perspective, the

thermal maturation results in enhanced anisotropy and reduced elastic stiffness. The
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organic inclusions with flatter shapes (lower aspect ratios) result in more significant

reduction in the elastic stiffness, and more significant increase in the anisotropy. The

elastic stiffness components of the source rock that have either the particle motion

or the associated wave propagation direction parallel to the axis of the rotational

symmetry of the inclusions are more sensitive to the elastic property changes within

the organic part. Finally, the Vp/Vs ratio increases as a function of the P-wave velocity,

and decreases as a function of the vitrinite reflectance over the thermal maturation

process.

In Chapter 4, we introduced an improved 3D CNN framework to classify seismic

facies from 3D seismic data. By fine-tuning the CNN hyper-parameters based off the

“MalenoV” repository [34], we obtained a better network that is called the modified

LeNet-5 architecture. We also implemented the “sparse sampling” capability for

pre-processing the input data, which allowed us to reduce the sample size significantly

while maintaining a relatively large receptive field. We found that after incorporating

these modifications, the improved 3D CNN framework significantly improved the

training accuracy in the early training stage. The combined use of the modified

LeNet-5 and the sparse sampling scheme reduced the training time by more than

50%, and achieved a test accuracy of 0.9977, making itself the best CNN model in the

current study. Overall, we found that the 3D CNN framework is very promising in

making geologically reasonable and consistent predictions for seismic facies based on

3D seismic data.

5.1 Future work

Regarding the directions for the future work, here I’m listing a few that can potentially

make the source rock modeling more comprehensive:



CHAPTER 5. CONCLUSIONS AND FUTURE WORK 93

• In modeling the microcrack associated with the kerogen thermal maturation,

the shale matrix is assumed to be impermeable throughout the whole process. If

permeability is present, we would expect the pore pressure to decrease over time,

and eventually balance with the hydrostatic pore pressure. To maintain the

crack opening after the pore pressure drop associated with fluid flow, inelastic

deformation in the shale matrix must occur. This would need more comprehensive

modeling of the mechanical evolution of host rocks during the kerogen thermal

maturation. The impermeable assumption of our source rock system implies that

our model primarily applies to the early hydrocarbon generation and retention

stages before any expulsion takes place. The formation of microcracks connects

isolated microscale hydrocarbon pockets, providing pathways for the primary

migration in later stages.

• When building the rock physics model for the source rock system, two assump-

tions can be potentially relaxed to take more factors into consideration. First,

in estimating the elastic properties for the organic part, we assumed that the

elastic moduli of the solid is constant throughout the thermal maturation. In

fact, many experimental data [83, 26] reveal that the bitumen would undergo

significant softening during the maturation, making the solid part softer as the

rock matures. Because the sensitivity analysis has shown the importance of good

elastic measurements of the solid part, the consideration of bitumen softening

would certainly lead to better estimation of the organic part elastic properties.

Second, in estimating the Vp/Vs ratio of the source rock during the thermal

maturation, we have made the assumption that the density of the source rock

remains the same. In fact, there is experimental evidence that the density of

the organic part shows a strong dependence on the thermal maturity [27]. By

considering the density effect, the Vp/Vs ratio may result in different trends.
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• The 3D CNN framework shows a promising starting point of leveraging deep

learning for automatic seismic facies extraction. This workflow can be reli-

ably applied to more 3D seismic volumes if we have a larger training dataset,

encompassing labels on slices cut from all the three directions. Additionally,

different seismic volumes have different signal-to-noise ratios, which lead to

different representations for the same seismic facies. By mixing labels drawn

from different seismic volumes, the trained network may have a more robust

performance in the testing time.



Appendix A

Proof of crack propagation stability

Here I offer a sketch that proves the termination of crack propagation. First, we assume

that the integral in Eqn.2.2.2 is essentially constant when the crack is sufficiently

long (it should recover the stress intensity factor for a penny-shaped crack). Taking

derivative with respect to the crack length L, we have

∂KIc

∂L
∝ ∂(pp − σ0)

∂L

√
L+

∂
√
L

∂L
(pp − σ0) (A.1)

Assuming the ideal gas law, we have

ppV ≈ const (A.2)

ppL
3 ≈ const (A.3)

=⇒ ∂(pp − σ0)
∂L

=
∂pp
∂L

= −const
L4

. (A.4)
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Plugging Eqn.A.4 into Eqn.A.1, we have

∂KIc

∂L
∝ − A

L4

√
L+

B√
L

(pp − σ0)

=
1√
L

(
Bpp −Bσ0 −

A

L3

)
=

1√
L

(
C

L3
−Bσ0 −

A

L3

)
=

1√
L

(
D

L3
−Bσ0

)

for some constants A,B,C and D. When L→∞, D/L3 → 0, and

∂KIc

∂L
→ − B√

L
σ0 < 0,

which implies that the stress intensity factor will eventually drop below the fracture

toughness, ensuring the stability of the crack propatation.
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[47] Yann LeCun, Léon Bottou, Yoshua Bengio, and Patrick Haffner. Gradient-based

learning applied to document recognition. Proceedings of the IEEE, 86(11):2278–

2324, 1998.

[48] M. D. Lewan, J. C. Winters, and J. H. McDonald. Generation of oil-like py-

rolyzates from organic-rich shales. Science, 203(4383):897–899, 1979.



BIBLIOGRAPHY 103

[49] MD Lewan. Laboratory simulation of petroleum formation. In Organic geochem-

istry, pages 419–442. Springer, 1993.

[50] Michael D Lewan and Allison A Henry. Gas: oil ratios for source rocks con-

taining Type-I,-II,-IIS, and-III kerogens as determined by hydrous pyrolysis. US

Department of the Interior, US Geological Survey, 1999.

[51] Jonathan Long, Evan Shelhamer, and Trevor Darrell. Fully convolutional networks

for semantic segmentation. In Proceedings of the IEEE conference on computer

vision and pattern recognition, pages 3431–3440, 2015.

[52] Robert G Loucks, Robert M Reed, Stephen C Ruppel, and Daniel M Jarvie. Mor-

phology, genesis, and distribution of nanometer-scale pores in siliceous mudstones

of the mississippian barnett shale. Journal of sedimentary research, 79(12):848–

861, 2009.

[53] Xiaorong Luo and Guy Vasseur. Geopressuring mechanism of organic matter

cracking: numerical modeling. AAPG bulletin, 80(6):856–873, 1996.

[54] Gary Mavko, Tapan Mukerji, and Jack Dvorkin. The rock physics handbook:

Tools for seismic analysis of porous media. Cambridge university press, 2009.

[55] Gary Mavko and Nishank Saxena. Rock-physics models for heterogeneous creeping

rocks and viscous fluids. GEOPHYSICS, 81(4):D427–D440, 2016.

[56] Lukas Mosser, Olivier Dubrule, and Martin J. Blunt. Reconstruction of three-

dimensional porous media using generative adversarial neural networks. Phys.

Rev. E, 96:043309, Oct 2017.

[57] MJP Musgrave. Crystal acoustics. Acoustical Society of America New York,

2003.



BIBLIOGRAPHY 104

[58] RH Nilson and WJ Proffer. Engineering formulas for fractures emanating from

cylindrical and spherical holes. Journal of applied mechanics, 51(4):929–933,

1984.

[59] Osamu Nishizawa. Seismic velocity anisotropy in a medium containing oriented

cracks. Journal of Physics of the Earth, 30(4):331–347, 1982.

[60] Audrey Ougier-Simonin, François Renard, Claudine Boehm, and Sandrine Vidal-

Gilbert. Microfracturing and microporosity in shales. Earth-Science Reviews,

162:198–226, 2016.
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