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ABSTRACT

Aligned fractures induce anisotropy into rock mechanical properties. Seismic
shear-wave splitting techniques have been used successfully to recover the symmetry-
plane orientation and the magnitude of the shear-wave anisotropy. This orientation
and magnitude correlate with the subsurface fractures orientation and intensity.
Shear-wave data are not affected by the fluid properties. P-wave data are cheaper to
acquire, have a higher signal-to-noise ratio, contain pore-fluid information, and are
more available in 3D. However, the use of P-wave data in fracture detection and
characterization is not fully exploited.

| develop a methodology for using single-component 3D P-wave data in
characterizing naturally-occurring subsurface fractures, with the help of prior
knowledge acquired from geological observations, logs, and shear wave surveys.
This characterization includes determining the fracture orientation, density
distribution, aperture, and fracture-filling material under the in-situ temperature and
pressure conditions.

I combine the elastic properties of fractured rocks and the reflectivity formulasin
anisotropic media to derive the relationship between P-wave amplitude anisotropy
and fracture physical properties. Using Hudson's penny-shaped crack model, | show
that:

1) reflectivity anisotropy increases with crack density and fracture-filling fluid bulk
modulus, and decreases with crack aspect ratio;
2) under high-frequency conditions, it decreases with the background rock's Poisson's

ratio;



3) the same fracture set induces more reflectivity anisotropy under high-frequency
conditions than under low-frequency conditions.

| demonstrate the first-order mathematical equivalence among three commonly
used fracture models, including Hudson's first-order penny-shaped-crack model,
Schoenberg-Muir's thin-layer model, and Pyrak-Nolte's frequency-dependent dlip-
interface model. This equivalence shows that we can explain the observed seismic
anisotropy in terms of different fracture network configuration models. The
suitability of each fracture interpretation should be judged by the in situ fracture
observations.

The above results serve as a guide for fracture interpretation in field studies. | use
the seismic datasets from the Fort Fetterman site to explore and test the feasibility and
reliability of the using P-wave anisotropy in conjunction with S-wave data and other
available information to characterize the subsurface fracture network. The Fort-
Fetterman site is located at the southwestern margin of the Powder River Basin, in
Converse County, east-central Wyoming. The target reservoirs at the Niobrara and
the Frontier formations belong to the lower Cretaceous strata. The data available for
this study include well log data, multi-component VSP data, 2D shear wave data
(Line GRI-1 along north-south direction, and Line GRI-4 along east-west direction),
and 3D P-wave data. Geological observations of outcrops and FMS logs show that a
set N110°E+/-15° fractures appear in the Tertiary formations, and locally in the
Cretaceous formations; a set of N70°E+/-10° only occurs in the Cretaceous
formations, including the Niobrara and the Frontier formations. Dipole-sonic-log
analysis shows that the fracture orientation is along the N80°E+/-10° direction at the
reservoir level, and that the fractures tend to concentrate in low-porosity, high-clay-
content, thin layers rather than distributed evenly over large intervals. These results
are consistent with the outcrop observations. Shear-wave rotation analysis was
applied to both VSP and 2D-surface-shear-wave data. Whole-trace rotation shows a
direction of N96°E+/-10° for the VSP data, N105°E+/-10° for the 2D data along Line
GRI-4, N105°E+/-15° for the south part of Line GRI-1, and N75°E+/-15° for the north



part of Line GRI-1. To recover the fracture information at the reservoir level, layer-
stripping analysis to remove the overburden effects is required. Layer-stripping
analysisis only successful in the CDP ranges aong Line GRI-4 where the signal-to-
noise ratio is high. At those CDP locations, the shear-wave data give a fracture
orientations of N75°E+/-10° at the reservoir level. | derive the crack density from the
shear-wave data. The P-wave traveltime anisotropy predicts an apparent fracture
direction of N39°E+/-8°. This direction, however, is likely to be caused by the effect
of dip. In order to get meaniful fracture information from the P-wave traveltime data,
we need a fracture effect larger than the dip effect, or a higher signal-to-noise ratio.
P-wave amplitude analysis also gives a fracture orientation of N87°E+/-18°. The
magnitude of P-wave amplitude azimuthal variation is also higher than that predicted
by modeling. This is because the average crack density inferred from the P- and S
wave traveltime data can be much less than the crack density in the thin fractured
layers inferred from the P-wave amplitude azimuthal variation at the boundary of the
thin fractured layers.

| investigate the type of subsurface fracture information that can be extracted
from seismic shear wave analysis, and show how rock physics and geostatistics can
be combined to give realigtic interpretations. The synthetic results show that seismic
analysis can help to constrain predictions of the spatial distribution of fracture
densities, which, in turn, have a very important impact on fluid flow responses.
However, the inference of fracture densities from shear wave splitting analysis can be
unreliable due to uncertainties about some key parameters, including fracture specific
stiffness, fracture orientation, and background lithology variations. The uncertainty
in fracture orientation distribution does not affect significantly the final fracture
density estimates. The common assumption that anisotropy is induced by a single set
of paralel fractures can lead to misinterpretation of the fracture density field. In
addition, the length and orientation distributions of the fractures are crucial factors
determining connectivity of the fracture system and, therefore, have an important
impact on fluid recovery. The uncertainties can be reduced by considering additional
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information about the subsurface fracture system such as that coming from analog
outcrop data, geomechanical studies and production data. A reliable knowledge of

the lithology of the matrix rock is aso important.
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CHAPTER 1

INTRODUCTION

1.1 Research Motivation and Objectives

Because fractures largely control in-situ permeability and rock strength, fracture
detection is very important in hydrocarbon recovery, mine stability, waste isolation,
and earthquake studies.

In the oil and gas industry, the emphasis is shifting from basic exploration to
improved recovery rates of existing fields. When there are fracture-controlled
reservoirs, understanding the subsurface fracture networks is important to optimize
well planning and production. A large portion of oil and natural gas in the world is
trapped in tight reservoirs (Nelson, 1985). In such formations, often the only
practical means of extracting the gas/oil is to use the increased drainage surface
provided by natural fractures, which controls fluid storage and mobility. The reverse
effect is that fractures can provide the paths for the injected steam or water to bypass
the matrix pores, and cause the slow-down or termination of hydrocarbon production
(Massonnat, 1994). In both situations, locating the subsurface fractured zones and
obtaining the fractures' physical properties, such as fracture orientation and aperture,
will help to optimize the field development plan.

Although many logging tools and log-analysis methods, such as the borehole
televiewer and formation MicroScanner (Schlumberger, 1989), have been designed to

view the subsurface fractures cutting through aborehole, their usage is limited by the
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high cost and small sampling area. The information obtained is very valuable direct
information about the subsurface fractures geometry, fluid content, spacing, and
connectivity. However, the interpolation of fracture-network properties over afieldis
inevitably inaccurate when there are only afew wells with fracture information.

A seismic survey has the advantages of low cost, wide coverage, and deep
penetration. Theoretical and laboratory studies (Nur, 1971; Crampin and Bamford,
1977; Hudson, 1980, 1981, 1990, 1994; Yin, 1992) have shown that fractures can
induce anisotropy into seismic properties of the rocks. The seismic survey has the
potential to be a powerful tool to detect and characterize subsurface fractures. The
mainstream in seismic fracture detection uses the shear-wave splitting techniques first
suggested by Alford (1986). These techniques have been used successfully in
locating the fractured zones in many field studies (Queen and Rizer, 1990; Liu,
Crampin, and Queen, 1991; Mueller, 1991, 1992, 1994; Lewis et a., 1991;
Winterstein and Meadows, 19914, b).

P-wave data are cheaper to acquire, have a higher signal-to-noise ratio, and are
more commonly available in 3D than shear-wave data. However, the use of P-wave
datain fracture detection and characterization is not fully exploited. There have been
both theoretical work and field observations showing the correlation between the
fractured zones and the azimuthal variation in P-wave amplitude and velocity
(Crampin and Bamford., 1977; Lefeuvre, 1993; Lynn et a., 1996; Ramos and Davis,
1997; Rueger 1996). The outputs of these studies were often the anisotropy mapped
over the survey areas. Some authors converted the amount of anisotropy to crack
density, according to the penny-shaped crack model (Hudson, 1980, 1981, 1990,
1994). However, they did not take into account realistic in-situ physical conditions,
including subsurface temperature, pressure, nature of fracture-filling material, seismic
frequency, and the hydraulic interaction between fractures. Critical problems remain
in estimating the subsurface fracture properties under in-situ reservoir conditions.
Gaps aso exist in integrating all the information measured at core, log, and seismic
(including P- and S-wave surveys) scales for fracture characterization.



Chapter 1 - Introduction 3

The objective of this thesis is to develop methodologies for characterizing
naturally-occurring subsurface fractures, with emphasis on using single-component
3D P-wave data with the help of prior knowledge acquired from logs and shear wave
surveys. This characterization includes determining the fracture orientation, density
distribution, aperture, fracture-filling material, and fracture hydraulic connectivity
under the in-situ temperature and pressure conditions. The significance of the
fracture-distribution mapping over the 3D-survey areais the potential for constraining
the underlying permeability distribution, which is critical for field planning and
development.

1.2 Description of Chapters

The chapters in this thesis present the theories and applications by which
subsurface fractures can be characterized by the use of P-wave data, with the help of
the rock and fracture information acquired from well logs and shear-wave seismic
surveys.

Chapter 2 describes the methodology of fracture-network characterization using
seismic anisotropy. | first discuss various elasticity theories of fractured media; these
theories link the physical properties of fractures to seismic anisotropy. These theories
include the first-order penny-shaped crack model (Hudson, 1981, 1990; Thomsen,
1995), the thin-layer model (Schoenberg and Muir, 1989), and the frequency-
dependent dip-interface model (Pyrak-Nolte et al., 1990a, b). | found that these
models are mathematically equivalent descriptions of fractured media. The same
amount of anisotropy in afractured rock can be caused by either penny-shaped cracks
or large fractures cutting through the rock. To use the acquired seismic data to
characterize the in-situ fractures, we need prior knowledge of the fracture shape, so
we can choose the appropriate model.

| then review the fracture-induced traveltime/velocity anisotropy in both P- and S-

wave data, and derive the equations for P-wave reflectivity at the boundaries of
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fractured rocks. When parallel vertical fractures are the sources for anisotropy, the
traveltime and the P-wave reflectivity vary with azimuth. | explore the effects of
fracture intensity, aperture, fracture-filling fluids, subsurface temperature, pressure,
fracture hydraulic connectivity, and seismic frequency, on the velocity and amplitude
azimuthal variations.

The seismic response over fractured formations is frequency-dependent (Biot,
1956; Mavko and Nur, 1979). | analyzed the characteristic frequency of local fluid
flow between fractures and the surrounding matrix through the fractures permeable
walls.

In the last section of Chapter 2, | provide an example of using a probability
method to quantify the uncertainty in the fracture density estimation based on shear
wave splitting data. This is an anisotropic extension of the probability method
proposed by Mavko and Mukerji (1995) to quantify the uncertainty in hydrocarbon
indicators.

With this theoretical framework, | proceed to apply and test the methodology on
field data. | have access to data from well logs, a 4-component shear-wave VSP
survey, two 2D lines of a 9-component surface seismic survey, and a 3D P-wave
survey collected over atight gas reservoir at the Fort Fetterman site, in the Powder
River Basin, east-central Wyoming. The data were made available by the funding
from the Gas Research Ingtitute, Department of Energy, ARCO, and AMOCO.

Chapter 3 analyzes the well-log data at the Fort Fetterman site, and gathers the
typical rock property data at the reservoir level. These properties include the P- and
S-wave velocities, densities, clay content, pore fluids, evidence of overpressure, and
fracture indicators. The main goal isto assist fracture interpretation by the use of the
seismic anisotropy described in Chapter 4. Understanding the basic rock propertiesis
also an integral part of understanding the fractured reservoirs.

Chapter 4 analyzes the velocity anisotropy in theV SP and 2D surface shear-wave
data, and the azimuthal variation in the 3-D P-wave velocity and amplitude. | give

an integrated interpretation of the subsurface fracture system at the reservoir level.
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This interpretation is based on the seismic anisotropy as well as the results of the
well-log analysis.

Chapter 5 presents the collaborative work with Emmanuel Gringarten, Gary
Mavko, and André Journel. We investigate the types of subsurface fracture
information that can be extracted from seismic shear-wave analysis, show how rock
physics and geostatistics can be combined to give realistic interpretations; illustrate
the variability (non-uniqueness) in the interpretations by showing equally probable
fracture predictions; and evaluate the uncertainty in rock physics interpretations by
looking at the results of some simple fluid-flow simulation.

In the appendix, | give readers an overview of the structural features, regional
stratigraphy, and fracture observations at the study site. It contains a summary of the
report, "Regional Geological Framework and Site Description” (Walters, Chen, and
Mavko, 1994). | also review observations of fracture existence and attributes in the
southern Powder River Basin (May et al., 1996), and at Moxa Arch and the adjacent
Green River Basin in southwestern Wyoming (Laubach, 1991, 1992a, 1992b; Dutton
et al., 1992).
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CHAPTER 2

METHODOLOGY OF FRACTURE-NETWORK
CHARACTERIZATION USING SEISMIC ANISOTROPY

2.1 Introduction

Aligned fractures induce anisotropy into the mechanical properties of rocks. The
anisotropy will be observed in the velocity and amplitude of seismic waves passing
through the fractured rocks. Therefore, to detect fractures, we can use the
measurements of seismic anisotropic phenomena.

To date, the most common approach for seismic fracture-detection has been the
use of shear-wave anisotropy. Nur and Simmons (1969) were among the first to
observe fracture-induced shear anisotropy in the lab. Most modern field applications
of shear-wave splitting techniques are based on a tensor rotation of wavefield as
published by Alford (1986). There have been many successful applications in which
shear-wave splitting was used to locate the fractured zones and predict the fracture
orientation in the field. However, compared to P-wave data, shear-wave data are
more expensive to collect, have lower signal-to-noise ratio, and are often not
available in 3D. Furthermore, the previous studies often take the seismic-velocity
anisotropy as the final results. They have rarely been used to determine the fractures'
physical properties. These properties include the fracture density distribution,
aperture, fracture-filling material, and fracture hydraulic connectivity under in-situ

temperature and pressure conditions.
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I present in this chapter the theoretical framework for clarifying the links between
seismic velocity and amplitude anisotropy and the fractures' physical properties.
Section 2.2 reviews, for fractured rocks, the elasticity theories that link the seismic
properties of the rocks with the physical properties of the rocks, the fractures, and the
pore fluids. I will show the first-order mathematical equivalence among three
commonly used fracture models, including the first-order penny-shaped crack model
(Hudson, 1981, 1990; Thomsen, 1995), the thin-layer model (Schoenberg and Muir,
1989), and the frequency-dependent slip-interface model (Pyrak-Nolte et al., 1990a,
1990b). This equivalence shows that we can explain the observed seismic anisotropy
in terms of different models of fracture network configuration. The suitability of each
fracture interpretation should be judged by the in situ fracture observations.

I review in Section 2.3 the published studies of the relationship between the P-
and S-wave velocity anisotropy and the fracture-network physical parameters. I will
show the numerical modeling results of the velocity anisotropy patterns of rocks
containing parallel fractures, cone distribution of fractures, and two perpendicular sets
of fractures for the different fracture-filling fluids under various temperature and
pressure conditions.

When vertical, parallel fractures are present in the rocks, the reflectivity will vary
with azimuth as well as offset. I call this the amplitude versus offset and azimuth
variation (AVOZ). I deduce in Section 2.4 the analytical formulation for the P-wave
AVOZ at the boundaries of fractured rocks that contain parallel fractures. I apply the
formulation to predict the AVOZ at a variety of realistic shale/sandstone interfaces
when the sandstone is fractured. The results will serve as a guide for field fracture-
interpretation in later chapters.

I derive in Section 2.5 the characteristic frequency for local fluid-flow between
fractures and the surrounding matrix porosity across the fractures' permeable walls.
The characteristic frequency helps us to determine the frequency-dependent seismic

attributes, including velocity and amplitude.
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In Section 2.6, I present the application of probability method in quantifying the
uncertainty in shear wave splitting analysis. This is the anisotropic extension of
Mavko and Mukerji's (1995) probability application to quantify the uncertainty in

hydrocarbon indicators.

2.2 Three Elasticity Theories of Fractured Rocks and Their
Relationships

To detect and characterize fractures from seismic or sonic log data, we need to
use elagticity theories that link the mechanical properties of fractured rocks to the
fractures physical properties. Each of the three well-known models, Hudson’s penny-
shaped-crack model, Schoenberg and Muir’s slip-interface model, and Pyrak-Nolte's
frequency-dependent dlip-interface model, gives a different elasticity formulation. |
demonstrate that the first two models and the low-frequency limit of Pyrak-Nolte's
model are mathematically equivalent to first order. The significance of this
equivalence is that different types of fracture configuration can give the same seismic
anisotropy pattern. Using seismic data cannot distinguish anisotropy induced by
penny-shaped cracks from that induced by long parallel-wall fractures. The
suitability of each model’s use in seismic fracture interpretation can be judged only by

in-situ fracture observations.

2.2.1 Introduction

Fracture detection and characterization is of great importance to hydrocarbon
recovery and waste isolation because fractures greatly impact the rocks overall
permeability and fluid flow (Nelson 1985). In order to characterize the physical
properties of fractures from the measurements of rock mechanical properties,
including seismic velocity, we need to use the elasticity theories of fractured rocks (I
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call them fracture models for ssmplicity) that link the fractures physical descriptions
to rock elasticity.

There are three widely used fracture models. Hudson’s (1980, 1981, 1990, 1994)
penny-shaped-crack model, Schoenberg and Muir's (1983, 1988, 1989) thin-layer
model, and Pyrak-Nolte's (1990a, b) dip-interface model. They have different
assumptions, and are suitable for different fracture configurations. Hudson's and
Schoenberg and Muir's models are the long-wavelength-limit effective medium
theories. In contrast, Pyrak-Nolte's model is not derived for long wavelength limit. It
takes fracture inertial effect into account and gives frequency-dependent seismic
wave velocities. | show how these models are mathematically equivalent to each
other to the first order. Their equivalence reveals that penny-shaped cracks and an
equivalent amount of parallel-wall long fractures can generate the same seismic
anisotropic response. The only way to distinguish between them is to rely on in-situ

fracture observations in cores and outcrops.
2.2.2 Relationship Between Hudson's and Schoenberg and Muir's Models

| first review the two effective medium theories given by Hudson (1980, 1981,
1990, 1994), and Schoenberg and Muir (1983, 1988, 1989), and then show their
equivalence.

Hudson’s modéd is an intuitive, effective-medium theory that assumes an elastic
solid with an internal distribution of thin penny-shaped ellipsoidal cracks. Hudson
used crack density (e) and aspect ratio (« ) to describe the structure of fracture

systems. The crack density e isdefined as:

LN 3
>

Cdra (21)
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where a is crack radius, N/V is the number of cracks per unit volume, ¢ is crack-

induced porosity, and @ isaspect ratio. The effective moduli are given as

Cl=Cj+C,+C; , (2.2)

where C;’s are the isotropic background moduli and C;’s, C;’s are the first- and

second-order corrections, respectively, that depend on the crack orientation, density,
and aspect ratio. We can calculate crack-induced porosity based on Equation 2.1 and
apply fluid substitution relationships in this model. Moreover, this theory is well
developed for diverse crack distributions, including one or more sets of parallel
fractures, conical distribution, and random distribution. The major limitation is that it
works only for small crack density (e < 0.1) and small aspect ratio. For a single
crack set with crack normals aligned aong the 3-axis, the cracked medium shows

transversely isotropic symmetry, and the first order corrections are

2
G = _/I_eU3
(2.39)
AA+2
Cly =~ ( #) eU, (2.3b)
U
2
o U,
H (2.3¢)
Cuy = ~pel, (2:3d)
Cl =0 (2.3¢)

where 4 and u are the Lamé constants of the unfractured rotk, U; depend on

crack conditions. For dry crackg;, U; are
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o 2 16(A+2u)

'3(BA+4u) (2.43)
A4 +2u)

ETE (2.4b)

For "weak" inclusions, when ua /[K'+(4/3)u'] is of the order of 1 and is not small

enough to be neglected (Mavko, Mukerji, and Dvorkin, 1998), Equations 2.4a and b

become
[ _16(+2u) 1
YO3BA+4u) 1+ M (253)
4A+2u) 1
U =
3+ p) 14k (2.50)
where
_ 4,u'(/1 + 2,u)
mopt(34 + 411) (2.50)
o K+ @3)u)a+2u) (250
o (2 + p)

with K" and 4’ the bulk and shear modulus of the inclusion material.

Schoenberg and Muir's slip-interface model is based on the Backus average
(1962) and represents fractures by infinitely thin layers. This model works for one or
more sets of parallel fractures, and it does not have the low-density limitation.
However, because it uses an infinitely-thin-compliant-layer description that does not
contain porosity information, we cannot apply fluid substitution here. For one set of
parallel fractures with normals aligned along the 3-axis, the effective compliance

matrix is
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ST =9)+a5 (2.6)

where S(J) is the isotropic background compliance, and

(2.7)

>

&
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>

*
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c oo o o
oo oo o

with Sy, and S; the normal and shear compliance of dimension length/stress. They
are defined as the fracture displacement per unit stress applied. "h; " is the volume

fraction of the fractures, i.e., the ratio of fracture thickness to fracture spacing.

Schoenberg (1983) also gave the effective stiffness expressions:

Gy =[1-41-p)E\]C;; (2.89)
C; =(1-2y)Cy; (2.8b)

Cy; = £
y+E, (2.8c)

__H
"1+ E, (2.8d)
Ces = 1 (2.8¢)

where

g ot Nu (2.99)
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g ot _Nu (2.90)
He; L &y
_ VS2 _ M
V= sz = ﬂ+2,u (29C)

Here, u is the shear modulus of the unfractured rock, s and x1 are the normal and

shear specific stiffness of the fractures, H is the fracture spacing, L is the length of a
rock sample, and N is the number of fractures inside the rock sample.

Using the relationship between stiffness matrix and compliance matrix,
¢ =(5)" (2.10)
we transform Equation 2.7 to stiffness domain, by

AC =G -
:wa_go (2.11)
—(5°+a5)"-c°
N (< NS e

<

The analytical results of Equation 2.11 are

AC,, =— EhySy (2.12a)
T 1+ (A+2u)h,S, '
MA+2u)h,S
AC, = — (A+20)h,S, (2.12b)
1+(2+ 2,u)hfSN
A+2u)h,S
AC; = ( ’U) T (2.12¢)

T 1+ (A +2u)h,S,
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2
HhyS;
ACy =—————
44 15 i, S, (2.12d)
ACee=0 (2.12¢)

1 U.e
=h:S, = : 2.134
Hr ), o ﬂ_(/1+2ﬂ)U3e ( )
1 U
=hS, =—2° (2.13b)
Hrx, u—uUe

The above formulae demonstrate that the elastic anisotropy describe by the first-
order Hudson’s model is equivalent to that of Schoenberg and Muir’s dip-interface
model even though the fracture description is very different. Nichols (1990) used
group theory approaches and derived similar results. With these relationships, we can
derive the porosity information from Schoenberg and Muir's parameters. we
transform the spacing and specific stiffness of fractures to crack density and aspect
ratio, and then use fluid substitution. Equations 2.13a and 2.13b also explain
Hudson’'s small-crack-density limitation: large crack density can give negative
denominators in Equations 2.13a and 2.13b, and yield unrealistic negative fracture
stiffness.

2.2.3 Relationship between Pyrak-Nolte's Model and Two Effective-Medium

Theories

Pyrak-Nolte characterized fractures by fracture spacing and specific stiffness, as
in Schoenberg and Muir's model. But she took the fracture inertial effect into

account. She considered each fracture as a scattering boundary. This model gives a
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frequency-dependent group velocity. The P-wave group velocity propagating

perpendicular to the fracture plane is

_ U{l + [a)/(2KN /Z)]z} (2.14)
T 1+|e/n, 1 2] +(NUZ 2Lk,

with «, the normal specific stiffness of fractures, » the wave frequency, and Z the

seismic impedance of the isotropic background rock:
Z=pU (2.15)
In order to find the connection between Pyrak-Nolte's and Schoenberg and Muir’s

models, we compare the group velocity derived from the two theories. For Pyrak-

Nolte's low-frequency long-wavelength limit (@ — 0), Equation 2.14 reduces to

U
Ue = 2.16
714 (NUZ/2Liy) (216
The first-order approximation is
A+2u
U, ~U1-(NUZ/2Lk,)|=U|1- 21
o ~Ul=( o) { 2HKN} (217)

On the other hand, because the phase velocity and the group velocity are the same for
waves propagating along the symmetry axis of a transversely isotropic medium, we

can derive the group velocity from Schoenberg and Muir's Equation 2.8, as follows:

/1+2,u—|

(2.18)
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H '}
L a zU{l_’“Qﬂ

i } (2.19)

Equation 2.19 gives the same group-velocity expression as Equation 2.17. This
shows that Schoenberg and Muir’s effective-medium theory is equivalent to Pyrak-
Nolte's low-frequency limit. Moreover, because Hudson's first-order theory is
equivalent to Schoenberg and Muir's model, it should also be consistent with Pyrak-
Nolte's low frequency limit. This suggests that the inertial effect is indeed a
geometrical dispersion effect, and that we should be aware of it when the wavelength
is not long compared to the fracture geometry. For fracture size ranges from 1mm to
10m, the comparable wavelength 1mm to 10m corresponds to frequency range from
100 Hz to 10 ® Hz. Below 100 Hz, i.e,, in the seismic frequency range, the inertial
effect can be ignored.

2.2.4 Discussion

The construction of fracture modelsisimportant for fracture characterization from
rock mechanical properties such as elastic-wave velocity. We proved that the first-
order Hudson’s model, Schoenberg and Muir’'s model, and the low-frequency limit of
Pyrak-Nolte's model are mathematically equivalent in the first order. This tells us
that penny-shaped cracks and long pardle-wall fractures are seismically
indistinguishable. We need to rely on the geological observations to determine which
model is more suitable for seismic fracture characterization in the field.

The relationships among the three models enable us to take advantage of each of
them. We can transform Schoenberg and Muir’s description of fractures to Hudson’s
description, and conduct fluid substitution. We can also use Pyrak-Nolte's description
of fractures to estimate the magnitude of the frequency dispersion effects when

sei smic waves pass through fractured rocks.



Chapter 2 - Methodology 20

2.3 Review of Fracture-induced Anisotropy in P- and S-wave

Velocities

In this section, | review the formulas for P- and S-wave velocity/traveltime
anisotropy when the fractured rocks are described by Hudson's model. These
relationships will be used in Chapter 4 for interpreting the observed seismic
anisotropy in terms of fracture density and the physical parameters of cracks.

2.3.1 Thomsen’s Anisotropic Parameters

Hudson’'s penny-shape-crack model (1980, 1981, 1990, 1994) gives expressions

for the effective moduli in the form of

Cl =Cj+C,+C; (2.20)

where C; s are the isotropic background moduli and C,’s, and C;’s are the first-and

second-order corrections that depend on the crack orientation, crack density, aspect

ratio, and the properties of crack-filling materials. The crack density e isdefined as:

N 3
e=—a = 3¢ (2.22)
V dra

where a is crack radius, N/V is the number of cracks per unit volume, ¢ is crack-

induced porosity, and « is aspect ratio. Rocks containing one set of parallel cracks

with their normals along the 3-axis show transverse isotropic symmetry. The first-
order corrections Cilj 's are defined in Equations (2.3) to (2.5) where 4 and u arethe

Lamé constants of the unfractured rock. If the anisotropy is weak (Thomsen, 1986),
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the fracture-induced anisotropy can aso be expressed in terms of Thomsen's

anisotropic parameters ¢ , ¥ ,and o , asfollows:

o= G, -Gy - 2(ﬁ'+,u)U3e

2C,  A+2u
— C()G - C44 ~ ﬂe
2C,, 2
v 2
5= (Cs +Cu) = (Ci=Cyy) ~ 2(U3 __2u UlJe (2.22)
2C33 (C33 - C44) A+2u

Combining Equation 2.22 and the P- and S-wave velocity/traveltime anisotropy
formulas in terms of ¢ , ¥ ,and O . I show the fracture-induced velocity/traveltime

anisotropy formulas in Sections 2.3.2 and 2.3.3.

2.3.2 P-wave Veocity/Traveltime Anisotropy

In transversely isotropic media with a horizontal symmetry axis (TIH), the P-

wave velocity depends on both incidence angle ¢ and azimuth ¢ . The P-wave

group velocity was given by Sena (1991) intermsof ¢ ,  ,and o , asfollows:

V,~V (a+asin’0+asin'6) (2.23)
a, =1-2¢

a, = (46 -265)cos’ ¢

a, = (=26 +25)cos’ ¢

where V, is the P-wave velocity along the elastic symmetry axis. When there are

paralel vertical fractures in the rock, the elastic property of the rock is transversely
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isotropic with a horizontal symmetry axis (TIH). P-wave velocity for P-waves
propagating parallel to the fracture plane is the fastest, and that perpendicular to the
fracture plane is the slowest. Based on Equation 2.23, Chen (1995) derived the P-

wave vel ocity/traveltime anisotropy

AT, AV,
T, V.

~ (26 - 5)cos?(p)sin’(9) (2.24)
where V, is the average P-wave velocity, AV, is the fracture-induced velocity
variation, 7, isthe total two-way traveltime in the interval between two events, and
AT, isthetraveltime lag generated in thisinterval. Equation 2.24 appliesto small-to-

moderate incidence angle as large as 30 degree (Chen, 1995). Combining Equations
2.22 and 2.24, we get the fracture-induced P-wave velocity/traveltime anisotropy in

terms of the physical parameters of cracks:

AV, (AL [2AU 34U, ) o2 (4)sin’(0) (2.25)
v, T, A+2u

where U; and U; are given in Equations 2.4 and 2.5.

Equation 2.25 shows that, a a fixed incident angle, the P-wave traveltime
between two horizontal reflectors is a cosine curve of the azimuth. Because U,

andU; depend on the crack physical parameters, traveltime azimuthal variation is a

function of crack density, aspect ratio, and crack-filling material.
2.3.3 S'wave Velocity/Traveltime Anisotropy

In rocks containing vertical parallel fractures, vertically propagating shear-waves

split into a fast shear-wave polarized parallel to the fracture plane, and a Slow shear-
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wave polarized perpendicular to the fracture plane. Because shear-waves are not
sensitive to pore fluids, the traveltime lag between the fast and slow events is only
related to the fracture density.

In weak anisotropic environments (Thomsen, 1986), the traveltime anisotropy

induced by vertical parallel fractures can be expressed as:

AT, _AVs y = Cos —Cus
Iy Vs 2C (2.26)

Combining Equations 2.22 and 2.26, we get

_Cu=Cu sl [16@ u 2ﬂ)}£ _ (M_MJ 227)

e
2C,, 2 |3GA+4u) |2 oM —-6u)2
where M isthe P-wave modulus, and M = 4 + 2. Combining Equations 2.26 and

2.27, we get the expression for the crack density e as afunction of the shear-wave

vel ocity/traveltime anisotropy,

e_9M—6,uA_TS_(£+ 2 AT
8M T, \24 16-24c) T,

(2.28)

where o is the Poisson’s ratio of the unfractured rock. We can make a few

observations of equation (2.28):

1) fracture-induced shear-wave velocity/traveltime anisotropy is proportional to the
crack density;

2) fracture-induced shear-wave velocity/traveltime aniostropy is not affected by

crack-filling fluids;
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3) for the same amount of shear-wave anisotropy, the larger the Poisson’s ratio of the
unfractured rock, the larger the crack density estimation.
Equations 2.25 and 2.28 give the P- and S-wave velocity/traveltime anisotropy as
functions of crack density and cracks physical properties. They will be used in
Chapter 4 to interpret the measured velocity/traveltime anisotropy in seismic P- and

S-wave data in terms of fractures.

2.4 Fracture-Induced Anisotropy in P-wave Reflectivity

2.4.1 Abstract

This section analyzes the relationship between fracture-induced P-wave
reflectivity anisotropy and the physical parameters of the fracture network. These
parameters include crack density, aspect ratio, and filling fluids, as well as the
embedding rock moduli and the seismic-wave frequency. By combining the
analytical reflectivity formulafor weakly anisotropic media given by Rueger with the
penny-shaped crack model developed by Hudson and Thomsen, | show the equations
for P-wave reflectivity induced by vertical paralel fractures under both high-
frequency (relative to the squirt-flow relaxation time) and low-frequency conditions.
My synthetic modeling shows three main conclusions:

1) reflectivity anisotropy increases with crack density and fracture-filling fluid bulk
modulus, and decreases with crack aspect ratio;

2) under high-frequency conditions, it decreases with the background rock’s Poisson’s
ratio;

3) the same fracture set induces more reflectivity anisotropy under high-frequency
conditions than under low-frequency conditions.

To apply these results, I predict the reflectivity anisotropy at a variety of realistic

shale/sandstone interfaces caused by penny-shaped cracks in the sandstone.
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2.4.2 Introduction

Aligned fractures induce anisotropy into rock mechanical properties. To relate
the anisotropy to the fracture network configuration, various effective media models
can be used; for example, the penny-shaped crack models (Hudson, 1981, 1990;
Thomsen, 1995) and the dlip-interface models (Schoenberg and Muir, 1989). Once
we have the effective moduli of fractured rocks, we can calculate the seismic
reflectivity at the boundary of the fractured rocks. For this calculation, | solve the
Zoeppritz equations in anisotropic media using the numerical method given by Keith
and Crampin (1977) or Rueger’s (1995, 1996) weakly anisotropic approximation.

This section analyzes the relationship between reflectivity anisotropy and fracture
physical parameters, as well as pore fluid and rock properties. The penny-shaped
crack models are used for both high-frequency and low-frequency conditions (Mavko
and Jizba, 1991; Mukerji and Mavko, 1994; Thomsen 1995).

For realistic applications, | use the velocity and density data of adjacent shale and
sandstone sets collected by Castagna and Smith (1994) as the embedding rock
properties. | categorize the sandstones into four classes, according to their isotropic
AVO behavior (Shuey, 1985; Rutherford and Williams, 1989; Castagna and Swan,
1997), and analyze the fracture-induced anisotropy superimposed on the isotropic

AVO for the four classes of gas sands and the corresponding brine sands.
2.4.3 Analytical Solutions
To show the analytical expressions of P-wave reflectivity at the boundaries of

fractured rocks, | combine the elasticity theories of fractured rocks and the analytical

expressions of P-wave reflectivity in weakly anisotropic media
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Review of Elasticity Theories of Fractured Rocks

Subsurface fracture networks can have various configurations, and each fracture
can have a unique geometry. The elastic properties of a full fracture network are by
far too complicated to be described with present-day techniques. To show the
relationship between the statistical average of fracture properties the fractured rock’s
elastic behavior, various elastic models have been suggested (Hudson, 1981, 1990;
Schoenberg and Muir, 1989; Thomsen, 1995). While these models are conceptually
different, many of the resulting elastic behaviors can be shown to be equivalent (Teng
and Mavko, 1995), as we discussed in Section 2.2. | chose to use the penny-shaped
crack models, which work well when the wavelength is long compared to the crack
size, and which allow us to explore the influence of pore fluids and crack geometry
on P-wave reflectivity.

In alater part of this section, | will specifically address the frequency dependence
associated with pore fluids. Seismic waves passing through the rock induce spatial
variation of pore-fluid pressure. When the wave frequency is too high for the fluids
in the thin fractures and the equant pores to reach pressure equilibrium, or if the
fractures are sealed for fluid flow, we call this a high-frequency condition. Hudson’s
(1981, 1990) penny-shaped crack model describes the high-frequency conditions,
because each crack is treated as isolated with respect to flow. When the wave
frequency is low and the pore fluids reach pressure equilibrium, we call this a low-
frequency condition. The elastic behavior of fractured rocks under low-frequency
conditions can be modeled by Thomsen's (1995) low-frequency penny-shaped crack
model, or by the anisotropic fluid-substitution theories for low-frequency conditions
(Brown and Korringa, 1975; Mukerji and Mavko, 1994).

An advantage of penny-shaped crack models is that, in describing the fracture-
network configuration, they use physically intuitive parameters, including crack
density, aspect ratio, and filling fluid. The crack density ¢ isdefined as
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e—ﬁcf _ 30 (2.29)
|24 Aror '

where N/V is the number of cracks in a unit volume, ais the crack radius, « is the
crack aspect ratio, and ¢, is the crack porosity. When the fractures are parallel with
their normals along the 3-axis (vertical direction), the rock is transversely isotropic

with a vertical symmetry axis (TIV). Under high-frequency conditions, the rock
elastic moduli can be calculated by Hudson's first-order weak inclusion theory:

c,=C,’+C, (2.30a)
where
2
c, = —ieU3
7]
2
CBl = ﬂ(ﬂ Al ’u)eU3
)7
2
Cy = —Mem
U
Cyy = —peU,
Ce =0

16(A+2u) 1
U =
334 +4u) (1+ M)

4A+2u) 1
U =
34+ u) (1+x)
_ 4 (A+2p)
- mau(3A+4u)

o [K'+(4/3)u'] (A +2p)
ap(A+ ) (2.30b)
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with 4 and u being the Lamé constants of the unfractured background rock Kand
and 4 the bulk and shear modulus of the inclusion material. The inclusion is a fluid
with bulk modulusk ,, K'= K, and x'=0.

For low-frequency conditions, | use Thomsen's equations in terms of the

anisotropic parameters, y, ando (Thomsen 1986):

Cn _C33 8 Kf (I_V*Z)E
‘T, 3( Kj “{h—# )" |
_ Coo —Cu _§(1_V*)e
2C,, 3 (2_‘/*
2 2
5 — (C13 +C44) _(C33 _C44) — 2(1—]/)8_2(1 _2Vj7/ (2.31a)
2C33(C33 _C44) I-v

where

Ac(v*)zﬁ(l‘V*zj (2.31b)

In Equations (2.31a) and (2.31b), "lo" stands for low-frequency condikgnk , and
v are the bulk modulus, Young's modulus, and Poisson's ratio of the unfractured

background rocky, denotes the total porosity; and the subscript/superscispand
f denote the properties of the corresponding dry rock, solid grain, and pore fluids,

respectively. Thomsen (1995) also gives the expressidn, ofinder high-frequency

conditions:
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1

K, K[ .el-k,/K)
D, (mh)=1-—L+—L| 4v"— R 2.31
e =r] @319

and shows that this agrees with Hudson’'s model. "mh" stands for moderate high
frequency, i.e., high-frequency conditions, but ones that is not yet high enough to
generate significant Raleigh scattering effect (Thomsen , 1995).

Review of P-wave Reflectivity in | sotropic and Weakly Anisotropic Media

Recall the isotropic AVO formula given by Shuey (1985):

R, _is0 (9) =Ry + |:A0Rp0 + (IA—O-)z} sin’ («9) + %Afa[tanz(g)— sin’ (.9)]
-o a
1-20
l-o
(éa/a) _
(Aa/a)+ (Ap/p)

A4, =B-2(1+B)

B =

(2.32a)

where

= (@ +a,)/2 Aa =a,—q,
B+B)2  AB=p-B (2.32b)
(p,+ p,)/2 Ap=p,—p

D™ R
I

and a, f,p ando are the P- and S-wave velocities, density, and Poisson’s ratio,
respectively. The isotropic reflectivity has two terms: the first term is the normal
incidence reflectivity, i.e.,, AVO intercept; the second and third terms are the AVO
gradient terms. At near offset, the third term can be ignored, and the AVO curve

increases with sin’ 6.
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In anisotropic environments, the reflectivity can be solved by the Zoeppritz
equations, or by use of the weakly anisotropic approximation given by Rueger (1995,
1996). When the fractures are vertical and parallel, and have normals along the 1-
axis as shown in Figure 2.1, the fractured rock is transversely isotropic with a
horizontal symmetry axis (TIH). Using a perturbation method, Chen (1995) and
Rueger (1996) developed the formulafor reflectivity in TIH media:

R, (9,¢) =Rp_i0 (0)"' Ry iiso (09¢)

Ry o (0.0) ;{w ; z[ﬁjm}oszw)smz(ew

o

%[Ag(m cos*(¢)+ A5")sin?(g)cos’ (¢5)]sin2 (9)tan’(9) (2.33a)

The parameters ¢ and 5" are the anisotropic parametersin the TIH media. They

can be related to Thomsen's parametersin TIH media by

v ___¢
1+2¢
500 _ 5-2e(l+e/€)
C(1+2e)1+26/8)
£= —ﬂ—Oz (2.33b)

Q,

The vertical P-wave velocity a and the vertical velocity of the S-wave polarized

paralel to the fracture plan  in Equation (2.33a) are defined as

a=oaWl+2¢
B = By1+2y (2.33¢)
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where o, and g, arethe unfractured rock P- and S-wave velocities.

90

/4

il
g% %

Figure 2.1: Reflection at the boundary between two fractured layers. The fractures are in the 90°

\\

azimuth plane with their normals pointing in the 0° azimuth direction.

P-wave Reflectivity at a Boundary of Fractured Rock

When the source of anisotropy in both the upper and lower media is vertical
paralel fractures with their normals aong the 1-axis direction, the reflectivity under
high-frequency conditions can be related to the fracture’s physical parameters. |
combine and simplify Equation (2.30) from Hudson’s model and Equation (2.33)

from Reuger’s weakly anisotropic reflectivity approximation:

Ry suso =0 — B (2.34a)

20,F — 240, ]cosz(qzﬁ)sinz(e)
2-0

4

2—-0

1

R l:F cos'(f) + [ZJI.F, 240, jsin2(¢)cosz(¢)} cin?(0)tan’(0)
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where F, describes the fracture-filling fluid effect in the ith medium:

F = 1 11<1 5 (2.34b)
1+ 24270

3na; K, 1-20,

To evauate the reflectivity of low-frequency conditions, | use Equation (2.33a)
where Thomsen's anisotropic parameters are given by Equation (2.33b). The
combined form cannot be simplified as in Equation (2.34).

To check the accuracy, | consider a simple case in which the only source of
anisotropy is one set of vertical paralel fracturesin the lower medium. | assume that
these fractures can be modeled by penny-shaped cracks. The upper medium is
isotropic with zero crack density. Hence, we don't need to consider the anisotropic
radiation pattern and anisotropic attenuation, and can attribute the P-wave amplitude
anisotropy solely to the reflectivity anisotropy.

As an accuracy check, the weakly anisotropic solution is compared with the
Zoeppritz solution. The two solutions are compared in polar plots for all azimuths
(Figure 2.2a) and cross-section plots for 0° and 90° azimuths (Figure 2.2b). | choose
the crack density to be 0.08, aspect ratio to be 0.01, and fracture-filling fluid to be
brine (bulk modulus 2.8GPa, density 1.0g/cm®) under high-frequency conditions.
Figure 2.2 shows that at a small (<35°) incident angle, the Zoeppritz equation solution
is well approximated by the analytical approximation. At alarge incident angle, the
approximation no longer works well. Because the first term of Equation (2.34a)
dominates at near offset, the reflectivity anisotropy roughly increases with sin® @, and
reaches its peak and trough at 0° and 90° azimuths, as shown in Figure 2.2a. The
peak-trough difference at the 30° incident angle Rp(6=30,0=0)-Rp(6=30,6=90) will
be used to represent the magnitude of reflectivity anisotropy.
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Using Equations (2.29) to (2.34), | calculate the reflectivity anisotropy for various
parameters as follows:

crack density range: 0-0.1
crack aspect ratio range: 0.00001-0.1
crack-filling fluids: brine (bulk modulus 2.8 GPa, density 1.0 g/cm®)

oil (bulk modulus 1.6 GPa, density 0.88 g/cm?)
gas under 0.1IMPaand 20°C (near the surface)
gasunder 15MPaand 47°C (=1.5 km depth)

gas under 30MPaand 75°C (=3 km depth)

matrix rock Poisson’s ratio: 0.1-04

wave frequency: both low and high

For natural gas (the specific gravity of methane is 0.56), the bulk modulus and
density under various pressures and temperatures can be estimated with Batzle and
Wang's (1992) empirical formula.

Figure 2.3 shows the reflectivity anisotropy as a function of crack density for
various fluids under both high-frequency and low-frequency conditions. | notice
these results: 1) the reflectivity anisotropy increases with crack density except at very
low crack density under low-frequency conditions, 2) the reflectivity anisotropy
under high-frequency conditions is larger than that under low-frequency conditions;
3) stiffer fracture-filling fluids give a larger reflectivity anisotropy than softer fluids;
4) reflectivity anisotropy increases with temperature and pressure when the crack-
filling fluid is gas, and, 5) the reflectivity anisotropy under high-frequency
conditions is more sensitive to the gas pressure change and less sensitive to stiffer
fluids bulk modulus change (brine vs. oil) than that under low-frequency conditions.

Figure 2.4 shows the reflectivity anisotropy as a function of crack aspect ratio.
The thinner the cracks, the larger the reflectivity anisotropy. This effect is obvious
under high-frequency conditions, especially for gasfilled cracks. It is negligible
under low-frequency conditions.
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Figure 2.2: a) Gray scale contours of the reflectivity at the top of a fractured rock calculated by the
Zoeppritz equations (left) and the weak anisotropy approximation (right); b) Reflectivity as a
function of incident phase angle at 0° and 90° azimuth cross-sections. The Zoeppritz solution
(solid lines) is well approximated by the weak anisotropy analytical solution (dashed lines) for
incident angle less than 35°. For this example, the overburden rock is isotropic with Vp=3.60km/s
Vs=1.85km/s and density=2.63g/cm3.  The fractured layer has background properties
Vp=5.03km/s Vs=3.32km/s and density=2.61km/s. These values are from the 25 sets of shale
sandstone data collected by Castagna and Smith (1994). The fractures in the lower medium are in
the 90° azimuth plane with crack density 0.08, aspect ratio 0.01, and filling fluid brine under high-

frequency conditions.
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Figure 2.3: Reflectivity anisotropy versus crack density in a fractured rock at the interface between an
isotropic rock with Poisson’s ratio 0.3 and the fractured rock with Poisson’s ratio 0.2. The
reflectivity anisotropy is represented by Rp(30,0)-Rp(30,90), i.e. the reflectivity difference
between 0° and 90° azimuths at 30° incident angle. The fractured rock contains a set of vertical
parallel fractures with crack density 0.08, aspect ratio 0.01, and various filling fluids under high-

frequency conditions (solid lines) and low-frequency conditions (dashed lines).
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Figure 2.4: Reflectivity anisotropy versus crack aspect ratio at the interface between an isotropic rock
with Poisson’sratio 0.3 and a fractured rock with Poisson’s ratio 0.2. The fractured rock contains a
set of vertical paralel fractures with crack density 0.08, and various filling fluids under high-

frequency conditions (solid lines) and low-frequency conditions (dashed lines).

Figure 2.5 shows that, under high-frequency conditions, the reflectivity anisotropy
decreases with the Poisson’s ratio. Under low-frequency conditions, the reflectivity
anisotropy depends not only on the Poisson’s ratio of the embedding rock, but also on

the moduli of the solid grains, dry rocks, and porosity, as shown in Equation (2.31).
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Figure 2.5: Reflectivity anisotropy versus Poisson’s ratio of a fractured rock at the interface between an
isotropic rock with Poisson’s ratio 0.3 and the fractured rock with specified Poisson's ratio. The
fractured rock contains a set of vertical paralel fractures with crack density 0.08, aspect ratio 0.01,

and various filling fluids under high-frequency conditions.

2.4.4 Reflectivity at Shale-Sandstone Interfaces

For redlistic examples, | use the 25 sets of P-, S'wave velocity and density data
collected by Castagna and Smith (1994) as the rock matrix properties. The fracture-
induced reflectivity anisotropy superimposed on the isotropic AVO curves were

predicted for reflections at the shal e/sandstone interfaces.

| sotropic AVO Classification

Figure 2.6 shows the P-wave velocity versus S-wave velocity for the sands.
When the fluid in the sandstone changes from gas to brine, that change may increase
or decrease the S-wave velocity, but it uniformly increases the P-wave velocity
because the fluid increases the bulk modulus of a rock more than it does the density.
This condition may lead to the reduction of impedance contrast between shale and
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sandstone, and hence aso reduce the absolute values of normal incidence reflectivity,
especialy for rocks with large porosity.

According to their AVO behavior, the 25 sets of gas sands are categorized into
four classes (Rutherford and Williams, 1989; Castagna and Swan, 1997), as shown in
Figure 2.7. To show the fluid-substitution effects on AVO, | plot the corresponding
brine sands with the same shapes of symbols. For Class | tight gas sandstones, fluid
substitution with brine mainly moves the normal incidence reflectivity to the positive
direction; for Class |1l and IV loosely consolidated sands, it reduces the absolute
values of the normal incidence reflectivity as well as changesthe AVO gradient. The
AVO behavior of shale-brine sandstone follows a linear trend passing through the
origin. These effects agree with what Castagna and Swan (1997) proposed.

B5 T
- o
Sr ]
C as sands O\. ]
=r g 0\0\0 ]
E C \ ]
N 2-_ O\. —:
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=
15 \ b
1 0o brine sands ]
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1 2 3 4 5 6
Vp km/s

Figure 2.6: P- versus S-wave velocity for the gas sands and brine sands collected by Castagna and
Smith (1994). Noatice the increase in P-wave velocity from the gas sands to the adjacent brine
sands.
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Figure 2.7: Classification of the gas sands (open symbols) based on the AVO behavior. The
corresponding brine sands (solid symbols) and its AVO background trend (dashed line) proposed
by Castagna and Swan (1997) are aso shown in the graph. Notice that the fluid substitution from
gas to brine moves the AVO normal incident reflectivity and gradient towards the background

trend.

Fracture-lnduced Anisotropy in Reflectivity

| assume that the only source of the azimuthal anisotropy is a set of vertical
paralel fracturesin the sandstones. The possible anisotropy in the overburden shale
istransversely isotropic, and will not affect the reflectivity azimuthal variation.

When | calculate the reflectivity anisotropy at the 25 shale-sand interfaces, |
assume that the fractures are vertica and parallel, with a crack density of 0.08 and
aspect ratios of 0.001 and 0.1, respectively. The fluids in the fractures are the same as
those in the rock matrix. The calculated reflectivity anisotropy under both high-
frequency conditions and low-frequency conditions are shown in Figure 2.8. The
relationships between the reflectivity anisotropy and the various fracture and

embedding-rock parameters are summarized as follows:
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1. Under high-frequency conditions, the reflectivity anisotropy decreases as the
embedding rock Poisson’s ratio increases. But there is no distinct range of
Poisson’s ratio that separates different sandstone classes. Hence, there is no
distinct range of reflectivity anisotropy for different sandstone classes. Under
low-frequency conditions, the reflectivity anisotropy as a function of Poisson’'s
ratio does not have a linear pattern, because of the influence of other parameters,
including total porosity, grain bulk modulus, and dry rock moduli.

2. The clusters of different fluid types (gas vs. brine) are distinguishable under both

high-frequency and low-frequency conditions. However, gas-saturated cracks in
gas sands may give higher or lower reflectivity anisotropy than brine-saturated
cracksin adjacent brine sands. This depends on the tradeoff between the fracture-
filling fluid effect on reflectivity anisotropy and the matrix-fluid effect on
Poisson’s ratio, which affects the reflectivity as discussed earlier.
Because the change in pore pressure affects the bulk modulus of the fracture-
filling gas, it also influences the reflectivity. However, as we see in Figure 2.8,
the pore pressure effect is significant only for very thin cracks (aspect ratio 0.001)
under high-frequency conditions.

3. By comparing Figure 2.8a to 2.8c, we see that thinner cracks can give larger
reflectivity anisotropy under high-frequency conditions; and by comparing Figure
2.8b to 2.8d, we see that the aspect-ratio impact is negligible under low-frequency

conditions.
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Figure 2.8: Reflectivity anisotropy versus Poisson’'s ratio at the shale/sandstone interfaces. The
reflectivity anisotropy is expressed as the reflectivity difference between 0° and 90° azimuths at
30° incident angle. The background rocks include the four types of gas sands (open symbols for
atmospheric pressure and gray symbols for high pressure) and corresponding brine sands (solid
black symbols). The overburden shale is assumed to be unfractured, and the sandstones contain a
set of vertical parallel fractures with crack density 0.08. The reflectivity anisotropy is induced a)
by the cracks with aspect ratio 0.001 under high-frequency conditions;, b) by the cracks with
aspect ratio 0.001 under low-frequency conditions; c) by the cracks with aspect ratio 0.1 under
high-frequency conditions; d) by the cracks with aspect ratio 0.1 under low-frequency conditions.
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2.4.5 Discussion

The results of reflectivity modeling show that the P-wave reflectivity anisotropy
is afunction of crack density, aspect ratio, filling-fluid bulk moduli, embedding-rock
Poisson’s ratio, and wave frequency. In some situations, we should consider the
correlation of various physical parameters. For example, the fluid in the fractures is
often the same as the fluid in the rock matrix. Therefore, there is a tradeoff between
the fracture-filling fluid's impact on reflectivity anisotropy and the matrix-fluid
impact on Poisson’s ratio and reflectivity anisotropy.

There are more issues that should be taken into account in the field analysis of
reflection amplitudes. On one hand, anisotropic attenuation and anisotropic radiation
pattern ought to be compensated before reflectivity anisotropy is analyzed; on the
other hand, other factors, depending on the in-situ environments, should be
considered. These include the fluid saturation, fluid mixture, high-pressure
compartments, and depth-related lithology change. Other models (Schoenberg and
Muir, 1989) are also used in the analysis of fracture-induced anisotropy (Sayers and
Rickett, 1997). The suitability of one model over the other depends on which one
better describes the in-situ fractures.

2.5 The Characteristic Frequency of Local Fluid-Flow in Fractured
Rocks

I study the characteristic frequency of local fluid-flow between fractures and the
surrounding matrix through the fracture's permeable walls. The results show that the
characteristic frequency of this type of fluid flow is proportional to matrix
permeability, porosity, pore fluid bulk modulus, the inverse of the fracture aperture
squared, and the inverse of fluid viscosity. The characteristic frequency can range
from 0.1Hz to 10°Hz depending on the properties of fracture, pore fluid, and rock

matrix. This range includes low seismic frequency and high ultrasonic frequency.
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2.5.1 Introduction

In fluid flow, two well-known mechanisms that can induce velocity dispersion
include global flow (Biot, 1956a, 1962), and local flow (Biot, 1956b; Mavko and Nur,
1975). The latter often plays a more important role in rocks with medium to low
permeability. The characteristic frequency that separates high-frequency conditions
and low-frequency conditions for local flow is estimated by O'Connell and Budiansky

(1977) as

f = —(—)3 (2.35)

where ¢ and a are shown in Figure 2.9; c/a is the aspect ratio of the cracks; K, is the
solid matrix bulk modulus; and # is the fluid viscosity. This estimate of
characteristic frequency applies to fluid flow between closely spaced micro cracks
with impermeable walls. Thomsen (1995) gives a comprehensive analysis of the
elastic behaviors of rocks with penny-shaped cracks under both high-frequency

conditions and low-frequency conditions.

IV

2a

Figure 2.9: Diagram of local fluid flow in closely spaced cracks.

For fractured rocks, the fractures are much longer than the grain size and can be

bounded by two permeable walls that consist of many grains, as shown in Figure
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2.10. In this case, when a passing wave squeezes a fracture, the fluid in the fracture
flows into the surrounding rock matrix through the permeable walls. This mechanism

differs from the previous one. I study the corresponding characteristic frequency.

Figure 2.10: Diagram of local fluid flow in fractures with permeable walls.

2.5.2 Theory

Consider a fracture with uniform aperture 2¢ and permeable walls. When a wave

passes, the thickness of the pore 2c is a function of time t:
c(t) =, [1 +gexpli a)t)] (2.36)

where ¢ is a small constant: & <<1.
Dvorkin et al. (1990) give the resulting fluid pressure within the fracture as a
function of wave angular frequency @. The modulus of the pore pressure can be

expressed as

ceNw
\/KZ/;mz +oc’ /K, +77CI§1/260/;(

A

Abs(P) = (2.37a)

where
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x =K, /(gn) (2.37b)

with x the matrix permeability, ¢ the porosity, 7 the fluid viscosity, and K, the

fluid bulk modulus. We can re-write equation (2.37) as:

Ay
1+y+\/ﬂ

Abs(P) = (2.38a)

where
2 .2 2
y=cyn’ I (K,) @ (2.38b)

A is a constant independent of @. At the characteristic frequency, the slope of the
pore pressure (i.e., the first derivative) as the function of the frequency reaches its

maximum, and the second derivative goes to zero:

& Abs(P
—a/j( ) _ 0 (2.39)
This equation yields:
K
£, =270 = 220K (2.40)
c’n

This is the characteristic frequency corresponding to the second type of local fluid
flow between fractures and permeable matrix. It shows that the larger the matrix

permeability and porosity, the easier the fluid flow, hence the larger the characteristic
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frequency. On the other hand, the more viscous the fluid, the more difficult the flow,

and the lower the characteristic frequency.

2.5.3 Examples

To explore this relation, I use three sets of sandstone porosity and permeability
data, measured in cores and logs (Dvorkin, personal communication), as the rock
matrix properties surrounding the fractures. These sandstones vary from tight gas
sands to high-porosity, loosely consolidated sandstones. Figure 2.11 shows the
porosity versus permeability trend for the 74 samples. While the porosity increases
within an order of magnitude, the permeability increases several orders of magnitude.
Hence, we can tell from equation (2.40) that a small change in porosity may
correspond to a big change in the critical frequency of flow through permeable walls.

Figure 2.12 shows that the predicted pore pressure changes with the wave
frequency. The characteristic frequency evaluated by equation (2.40) is indicated by
the dots on the pressure curves.

Using equation (2.40), I estimate the characteristic frequency versus porosity for
the sandstones, when the fluid is water (viscosity 1cP), normal oil (viscosity 10cP),
and heavy oil (viscosity 500cP), respectively. Figure 2.13 shows the results. We can

see that the characteristic frequency ranges from smaller than 0.1Hz to larger than

10°Hz, depending on both the fluid viscosity and the rock matrix permeability and

porosity.

2.5.4 Conclusions

I showed the characteristic frequency for local fluid flow between a fracture and
its surrounding matrix through permeable walls, as a function of fracture aperture,
fluid bulk modulus and viscosity, and rock matrix porosity and permeability. I

predicted, as an example, the characteristic frequency for various fractured
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sandstones. Through this study we learn that for fractured, permeable rocks, we

cannot simply treat laboratory ultrasonic measurements as high-frequency conditions,

and seismic surveys as low-frequency conditions. The characteristic frequency

depends on the properties of fractures, pore fluid, and rock matrix.
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Figure 2.11: Permeability versus porosity for the three sets of rock samples (Dvorkin, personal

communication).
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Figure 2.12: Pressure magnitude (Pa) normalized by & (as in equation 2.36) in a fracture with

permeable walls versus wave frequency. The three curves correspond to three rock samples with

highest, lowest, and medium permeability among the 74 sandstone samples.
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Figure 2.13: Characteristic frequency of local fluid flow in fractures with permeable walls versus

embedding-rock porosity, based on the 74 sandstone porosity and permeability data.

2.6 Using Probability Functions to Quantify the Uncertainty in

Fracture Characterization

In fracture characterization, there are always many assumptions and unknowns. I
present a strategy in which the uncertainty in fracture system properties can be
quantified by a combination of statistical techniques with a deterministic rock-physics
model of fractured formation. This method was first proposed by Mavko and Mukerji
(1995) for hydrocarbon detection in isotropic environments.

I demonstrate how to use the combined rock-physics and statistics approach to
evaluate the uncertainty in fracture density detection; this use is based on the
observed shear wave splitting in seismic data in the presence of realistic uncertainties
in log and seismic data. In this case, the deterministic part of the formulation is
Hudson's penny-shaped-crack model and the shear-wave splitting theory. The

formulation identifies the most likely fracture-system properties. The variances of
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seismic or sonic-log velocity and anisotropy determine the uncertainty of the fracture
interpretation.

With the uncertainty estimation technique, we can also evaluate the advantages
and disadvantages of one measurement against others. I show, as an example, that
the estimation of fracture density can be more accurate when it is based on the
traveltime lag in shear-wave data, than when it uses the results of shear-wave
moveout velocity analysis.

The new technique can also be extended to include other sources of input

uncertainty and measurement errors that are not considered here.

2.6.1 Introduction

During the last two decades, rock physics has played a role in a number of
successful strategies for identifying lithologies and detecting hydrocarbons from
seismic data. The best examples are bright spots and conventional AVO analysis.
These deterministic methods are easily understood.

However, the practical problem is that rock-physics interpretations are virtually
never unique because of the complexity of the real world. For fracture
characterization, there are even more uncertainties involved than in generally
isotropic environments, because of the anisotropic properties of fractured rocks.
When the reference information varies, the deterministic approach is to create several
alternative mappings. For example, instead of having a constant unfractured-rock
moduli over the survey area, we often need to consider a distribution of possible
values. For fracture-density estimation based on shear-wave splitting, we apply the
mapping for each different frame moduli assumption. Each of these mappings can
incorporate rock-physics knowledge derived from well logs, cores, seismic data, and
theories, but we are still left with the problem of choosing among the interpretations.

Mavko and Mukerji (1995) have presented a strategy for hydrocarbon detection,

in which statistical techniques are combined with deterministic rock-physics relations
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derived from the laboratory and theory. In this paper, I extend the same approach to

fracture characterization.

2.6.2 Methodology

Consider the case of a fractured reservoir in which the fracture system consists of
parallel vertical fractures filled by gas. In order to locate the best drilling positions,
we can use shear-wave-splitting techniques to locate the fractured zones.

The deterministic Equation (2.28) relates the shear-wave traveltime anisotropy

AT, /T, to crack density e and unfractured rock moduli. This approach takes fixed
values of the unfractured rocks' P-wave modulus M and S-wave modulus x, and

estimate the fracture density e.

Consider the case of shaly sandstones. Han (1986) studied a set of 80 sandstones
with porosities ranging from 5% to 30% and clay volume fractions varying from 0%
to 55%, as shown is Figure 2.14. We can choose the background moduli in Equation
(2.28) to be the average value of the moduli measured by Han (1986). Figure 2.15
shows the resulting fracture density corresponding to various possible traveltime

anisotropy A7y /7,. The crack density increases with the observed traveltime

anisotropy, because more fractures will induce more anisotropy into the mechanical
properties of the rocks.

Even though the deterministic approach gives us a reasonable answer, we do not
know how reliable the result is, because the method ignores the variation of the
background moduli. In this case, the range of the moduli throughout Han's dataset is
quite large. One way to compensate for this pitfall is to try various background
moduli and compare the results. Another way is to ask, what is the probability

distribution of the crack density at the observed AT;/T;, when all possible

background moduli are taken into account.
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Figure 2.14: Laboratory measurement of bulk and shear moduli of 80 sandstone samples measured by

Han under various confining pressures.
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Figure 2.15: Crack density as a function of traveltime anisotropy, calculated with the deterministic

approach. The background moduli are taken to be the average of Han's data.
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To solve this problem, I begin by assuming that there are sufficient data from logs
and core measurements to calibrate or characterize the natural spread of background
rock properties within the reservoir interval of interest. From these data I infer the
probability density functions (pdfs) of background P-wave moduli and S-wave
moduli.

The deterministic Equation (2.28) allows us to relate the probability distribution
of crack density, given the observed traveltime anisotropy, to the distribution of the

background moduli:
P(e|y = 7. M)de = P, (ule,7,,) | M)du (2.41)

where P.(e|y =y,,.M) is the conditional pdf of crack density e given M, and

P, (u(e,y,,.)| M) is the conditional pdf of u given M . The left side of Equation

(2.41) gives the probability of occurrence of fracture density in the interval [e,e + de] ,
given the observed traveltime anisotropy AT /T , which is equal to 7, as shown by
Equation (2.26); and the right side is the probability of the corresponding reference
background shear modulus in the interval [,u, U+ d,u]. Unless there is some

additional constraint, we need to integrate the probability density function over the

range of possible background P-wave modulus M :

P, (M)dM (2.42)

Y obs M

d,
Pé‘(e‘ }/ = }/()hx) = jpu(ﬂ(e9}/0hx)| Mﬁd_ﬂ
Y e

Equation (2.42) is the main result of this section. It allows us to evaluate the pdf

of the crack density, given the observed traveltime anisotropy represented by y ..
The maximum-likelihood crack density is the one whose e maximizes P.(e|y =7,,.).

On the right-hand side, P

H"

(ule,y,, )| M) and P,(M) are evaluated from the
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reference data, for example logs and cores. The Jacobian |d,u / de| follows from

Equation (2.27). Most importantly, Equation (2.42) offers a strategy for
implementing Hudson's equation and the shear-wave splitting formula in the realistic
case when the reference background moduli span a range of values.

To determine the Jacobian, I transform Equation (2.27) to

_ IMy —8Me 543
= (2.43)
Hence,
du|  4AM
el T 3 (2.44)

Substituting into Equation (2.42), we get the analytical formulation for calculating

crack density pdf:

aM
3y,

obs

P, (M)dm (2.45)

})é‘(e| }/ = y(}hs) = j}),u(ﬂ(e’yobs)| M)

M

The pdf in Equation (2.45) is plotted in Figure 2.16. Each horizontal row of
pixels can be interpreted as the pdf of crack density given a measured traveltime
anisotropy (darker color indicates higher probability). The maximum-likelihood

crack density at each observed traveltime anisotropy y.. is that with the highest

probability density. It corresponds to the diagonal black ridge in Figure 2.16. Notice
that the most likely crack density is close to the deterministic result based on the
average background moduli, represented by the white solid line plotted along the
peak. Hence, the maximum-likelihood crack density can be roughly estimated from
the deterministic equations, when the average unfractured rock moduli are used as the

input. However, the statistical approach highlights the problem often overlooked by
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the deterministic approaches. The natural variation of rock moduli leads to a range of

possible crack densities consistent with an observed velocity. For example, an 8%

observed traveltime anisotropy |AT§/ TS|O,)S can correspond to a most likely crack

density of 0.07, but crack densities ranging from 0.06 to 0.08 are also possible with
smaller probability.

The resulting range of crack density corresponding to an observed traveltime
anisotropy is fairly narrow in this case even though the background moduli span a
wide range. This narrow distribution can be explained by Equation (2.28), which
shows that the crack density depends on the ratio of P- to S-wave moduli. Because
the unfractured rock P- and S-wave moduli we used here have a strong linear
relationship, the standard deviation of the ratio of the moduli is rather small, which
gives a small standard deviation in crack density for each observed traveltime

anisotropy.

[al]

008 008 01
ensity

Figure 2.16: Crack density probability as a function of observed traveltime anisotropy. Darker color
represents higher probability. The superimposed white line is the deterministic relationship
between crack density and traveltime anisotropy. Notice the deterministic result is close to the

most likely crack density at each observed dT/T.
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2.6.3 Evaluating One Method Against Another

We can use the uncertainty evaluation technique to choose the best method that
gives the least uncertainty in fracture characterization.

The previous section shows an example of predicting fracture density by shear-
wave splitting. When the background P- and S-wave moduli have a good linear
correlation, this method gives a small uncertainty in fracture-density detection. Other
methods can give a wider probability function for the same reference moduli. For
example, instead of measuring the shear-wave splitting, we could use well log or 2-D
far-offset S-wave data to obtain the slow shear-wave velocity. Then the shear wave

moduli can be determined by

Haps = PV s (2.46)

Based on the deterministic relation between the crack density and the slow shear

wave modulus,

Iu()bx = lu - lueUl (247)

I derived the corresponding probability function of crack density for an observed

shear modulus:

Pe(e| H= Iuobs) = J‘P,u(/u(eﬂuobsﬂ M)(d—lu

M

P, (M)dM  (2.48)

The resulting crack density, shown in Figure 2.17, has a much larger uncertainty
than that in Figure 2.16. Hence, to evaluate the crack density for this set of reference
data, where the P- and S-wave moduli have a strong linear relationship, the traveltime

anisotropy is a better approach than the shear wave velocity.
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2.6.4 Discussion

The interpretation of the observed seismic anisotropy in terms of fractures'
physical properties is probably not unique. I have presented a strategy for quantifying
the uncertainty in fracture characterization. In this strategy, statistical techniques are
combined with deterministic rock physics relations. I showed that this technique can
help one to evaluate the effectiveness of one method against another, and choose the

method that gives less uncertainty.
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Figure 2.17: Crack-density probability as a function of observed shear modulus. Darker color
represents higher probability. The superimposed solid white line is the deterministic relationship
between crack density and shear moduli. Notice that this method gives larger uncertainty in crack

density at each observed shear modulus than the previous figure.
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CHAPTER 3

RESERVOIR ROCK PROPERTIES OF
FORT FETTERMAN SITE

3.1 Introduction

In this chapter, | analyze the well-log data, and gather the typical rock properties
at the reservoir level; these properties include the P- and S-wave velocities, density,
clay content, pore fluids, evidence of overpressure, and fractures. The main goal is
for this information to assist the next chapter's fracture interpretation, which uses
seismic anisotropy. Understanding the basic rock propertiesis also an integral part of
understanding the fractured environments.

The data to which | apply and test the fracture-induced anisotropy theories are
from the Fort Fetterman site. It is located at the southwestern margin of the Powder
River Basin, north of the town of Douglas, in Converse County, east central
Wyoming. A review of the regional geological framework can be found in the
appendix. Oil and gas have been produced from the Upper Cretaceous Niobrara and
Frontier Formations. Because of the low permeability of the reservoir rocks,
fracturing is an important reservoir component related to economical production.

To understand the subsurface fracture network, log data and multi-component
seismic data were collected. Because the seismic anisotropy is a combined effect of

the characteristics of the matrix rock, pore fluids, fractures, and seismic wave
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frequency, we need to analyze and understand the physics of the formation rocks and

pore fluids before we can make any sense of the seismic fracture interpretation.

3.2 Overview of Well Logsat the Survey Area

Fort Fetterman field has decades of producing history. As shown in thebasemap
in Figure 3.1, a 3D cube of P-wave data (GRI-3D) and two 2D lines of muilti-
component data (GRI-1 and GRI-4) were collected at this field for the fracture study
sponsored by the Gas Research Institute. Most of well logs in the survey area were
available only in paper form. Digital well-log data were available from five wells as
listed in Table 4.1. Among them, the Red Mountain, the State #1-36, and the Wallis
wells have sonic log data that are crucial for the seismic study. Only the Red
Mountain well has, available for us, density logs along the whole depth range, while
the others have only segments of the density logs at theNiobrara and Frontier levels.
| analyzed, in this chapter, the logs mainly from the Red Mountain well.

Figure 3.2 shows the formation tops at these well locations. The target reservoirs
at the Niobrara and Frontier formations are marked on all three wells. The Niobrara
Formation consists of a series of fractured, marine chalks and limestones interbedded
with calcareous shales and bentonites. The Frontier Formation includes sand bodies
interbedded with marine shale. This formation ranges up to 1000 feet thick in central
and northeast Wyoming (Barlow and Haun, 1966). The uppermost sand body, the
first Frontier Sand, isafinely grained, "tight" sandstone with high acoustic velocities,
as observed in the sonic logs. A more detailed geological description can be found in

the appendix.
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Figure 3.1: Base map of the Fort Fetterman site showing the locations of the 2D multi-component
seismic lines GRI-1 and GRI-4, the 3D survey areaGRI-3D in gray, and the well location.
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It is particularly worth mentioning that the Arco Red Mountain #1-H well, which
targeted fractured Niobrara and Frontier reservoirs, gives a wide range of log types.
A pilot hole (straight hole) was drilled first. The P- and S-wave sonic logs, dipole
shear logs, density logs, spectral gamma ray logs, and resistivity logs were recorded
aong the pilot hole. Multi-component V SP data were conducted with the receiversin
the borehole, and the sources at four different surface locations. Details about the
VSP survey are explained in the next chapter. To intersect the fractures, a highly
deviated hole (horizontal well) was drilled after the pilot hole. Figure 3.3 shows its
trgjectory. To obtain fracture images and bedding information, formation
MicroScanner Logs ran through the horizontal well. The direct observation of the
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subsurface fractures gives us the fracture-number count as well as the fracture-

aperture information. Our main effort is focused on analyzing the data from this well.

Table 3.1. Five wells supplying digital well-log data.

Operator | Well Name Location Digital Logs

Apache State T33N R71W s36 | SP, GR, Density, Neutron,
#1-36 Resistivity, Sonic (P only)

Vastar |darado T33N R71W 27 SP, GR, Density, Neutron,
#1-27H Resistivity

Arco Red Mountain | T33N R71W s35 | SP, SpectralGR, Density,
#1-H Neutron, Resistivity, Sonic

(Pand S),

Dipole Shear Sonic, FMS
Vastar Rooster Rock | T33N R71W s36 | SP, GR, Density, Neutron,

#1-36H Resistivity
Impel Wallis T33N R71W 23 | SP, GR, Density, Neutron,
#1 Resistivity, Sonic (P only)

3.3 Spectral Gamma-Ray L ogs and Clay Content

| used the spectral gamma-ray logs along the Red Mountain well in my analysis
of the clay content of the rocks at the reservoir level: the Niobrara Formation and the
first Frontier Sand.

The usual gamma-ray log records the sum of radiation emanating from naturally
occurring uranium, thorium, and potassium. It is a good shale indicator because
shale, among the sedimentary rocks, has a high concentration of thorium and

potassium. However, it can be misleading in carbonate formations that have a high
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uranium content (Rider, 1991). Figure 3.4 shows the spectral gammaray logs
recorded along the Red Mountain well. We can clearly see that the high gamma-ray
values at the Niobrara Formation are mainly attributed to the uranium. This is
consistent with the geology of the Niobrara Formation, which has a high percentage
of chak and calcareous shale that can be the source of the uranium radiation.
Therefore, the spectral gamma-ray log of thorium and potassium is more appropriate
for the clay-content analysis.

To derive the shale content, | adapt the shale Index given by Bassiouni (1994):
(o hem =(CcCr)g - (CcCr) J(CCr)sr - (CcCri).] (31

where (C),,,'s are the curve readings in the zone of interest, and (C), 's are the curve

readings in the cleanest formation, and (C),,'s are those in pure shales. This shale

index is more representative than those using potassium only or thorium only,
because it is virtually independent of clay type Bassiouni, 1994). The clay content

V,, for pre-tertiary rocksis given below, as afunction of the shale index:
V,, =0.33(2°* - 1) (3.2

The Niobrara Formation and the first Frontier Sand belong to the upper
Cretaceous (pre-tertiary) stratigraphy. Their clay contents are derived according to
equations 3.1 and 3.2. Figure 3.5 shows the datistical distribution of the clay
contents. The Niobrara Formation has a mean value of clay content 34.3%, and a
standard deviation of 17.3%; the first Frontier Sand has a mean of 30.3%, and a
standard deviation of 20.8%. The high clay-content values require us, in our velocity
and density analyses, to treat the reservoir rocks as shaly formations rather than as

pure carbonate rocks or sandstones.
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It is worth mentioning that there are two other independent indicators of the clay
content: the spontaneous potential log and the separation between density-log
porosity and neutron-log porosity (Rider, 1991). The former is due to the different
self-potentials of shale and sandstone; and the latter is due to the fact that shale has
higher density as well as higher neutron-porosity values relative to sand. A detailed
explanation can be found in Rider (1991). Figure 3.6 shows the curves of the SP logs
and the product of bulk density and neutron porosity, next to the K-Th shale-index
curve. We can see that they resemble each other at most depth levels with local
dissmilarities near depth 10350 ft and 10850 ft. The resemblance demonstrates that
Equation 3.1 gives a good shale indicator. Since the SP logs record the combined
effect of shaliness, formation-water salinity, drilling fluid/mud resistivity, formation
permeability, and other factors, the local dissimilarities in the SP curve could be due
to formation or drilling fluid resistivity change, or permeability change.

3.4 Pore Fluids

Hydrocarbons have a higher electrical resistivity than those of brine and water.
The induction logs use this effect to detect hydrocarbons. Figure 3.7 shows the deep
induction logs expressed in resistivity. The Niobrara and Frontier formations have a
higher average resistivity than the formations above, and could contain hydrocarbons.
They were the drilling targets.

After the horizontal well was drilled, the producing interval at the Red Mountain
well was the Frontier Formation. The initial 24-hour testing production yielded 1068
Mcf. gas, 32 bbl. ail, and 3 bbl. water. The oil gravity inthe APl unitis53. The gas-
oil ratio (GOR) based on the initial production record is 33,375 scf/bbl. | assumed
that the volume fraction of each fluid in the pore is the same as that in the production
record. In reality, the GOR at the surface could be different from the GOR at the
reservoir depth. More gas could bein solution in the reservoir. On production, gas
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comes out of solution.

Therefore, there is an uncertainty in the reservoir fluid

properties. | assumed that this uncertainty is not significant since the GOR is very

high already. An even higher GOR will not make much difference on acoustic

properties.
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To calculate the density and acoustic velocity of the fluid mixture, we also need to
know the temperature and pressure. At the depth of the first Frontier Sand, the rock
temperature and pore pressure estimated using the universal empirical formulae from
the Petrotool Software package are 183°F, and 5169 psi. Under this condition, the
fluid mixture has a density of 0.3 g/cc, and a velocity of 2000 ft/sec (0.6 km/sec).
However, a gas-producing formation often has a higher temperature and pore
pressure than the surrounding rocks. At the Powell-Ross Field in Converse County,
same county as the study area is located in, the temperature and pore pressure of the
Frontier reservoir is about 262°F and 8000 psi as listed by Hando (1976). Under this
condition, the gas-oil mixture will instead have a density of 0.33 g/cc and a velocity
of 2400 ft/sec (0.72 km/sec). The fluid density and velocity are required in porosity
calculation and fluid substitution cal cul ation.

No fluid type record is available for the Niobrara Formation. Severa attempts to
provide an accurate fluid content were not conclusive because of the high clay
content and low porosity. Therefore, for the velocity and density analyses in the next
section, | keep an open range of pore fluid type in the Niobrara Formation: from
100% brine to 100% gas.

3.5Vedocity and Density Analyses

The velocity and density logs recorded along the pilot hole of the Red Mountain
well give the isotropic elastic properties of the rocks at known depth levels. Getting
these properties is a necessary step toward the seismic anisotropy analysis. This
section analyzes the velocity and density logs along the Red Mountain well.

Figure 3.8 shows the statistics, based on the well logs from the Red Mountain
well, of the P- and S-wave velocities, density, and porosity of the Niobrara
Formation. The porosity calculation is based on the density log and uses the
following equation for shaly formations (Bassiouni, 1994):
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Py =fr g +Varg, +(1' f- Vsh)r metrix (3.3)

where f is the intergranular porosity, Vy, is the clay volume fraction, and r, r ,

rg,, andr ... are the bulk, fluid, shale, and matrix densities. Note that the
intergranular porosity in this context does not include the porosity in the clay
material, and should be lower than the apparent/total porosity. | assumed a matrix

density r .., Of 2.71 g/cc, corresponding to that of a limestone, and a shale density

ro of 2.60 gl/cc, corresponding to the bulk density at a 100% clay content point

within the Niobrara Formation. The pore fluid in the Niobrara Formation, as we
discussed previously, can range from pure water to pure gas. The mean value and

standard deviation of each entry are given below:

Mean Standard Deviation
Vp 4.158 km/sec 0.265 km/sec
Vs 2.287 km/sec 0.148 km/sec
Density 2.50 g/cc 0.10 g/cc
Porosity (water) 9.95% 6.02%
Porosity (gas) 6.92% 4.19%

Velocities, density, and clay content are correlated properties. The cross plots of
P-wave velocity versus density, clay content, S-wave velocity, and Vp-Vs ratio are
shown in Figure 3.9. Within the Niobrara Formation, the density change, from 2.4
g/cc to 2.6 gl/cce, is small compared to the clay-content change, from O to above 60%.
The P-wave velocity increases as the clay content drops, but shows no obvious
change with the density, simply because of the small density range. The S-wave
velocity increases with the P-velocity, and their relationship matches the Greenberg-
Castagna empirical relation (Greenberg and Castagna, 1992) for a 60%-limestone and
40%-shale mixture. The Vp-Vsratio isabout 1.8 for the Niobrara Formation.
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Figure 3.10 shows the velocity, density, and porosity statistics for the first

Frontier Sand. For the porosity calculation, | assumed a matrix density r of 2.65

matrix

g/cc as that of the quartz, and a shale density r 4, of 2.60 g/cc corresponding to the

bulk density at a 100% clay content point within the first Frontier Sand. The pore
fluid is taken to be the fluid mixture with a gas/oil ratio of 33,375 scf/bbl as described
in the previous section. The porosity is calculated using Equation 3.3. The means

and standard deviations are summarized as follows:

Mean Standard Deviation
Vp 4.683 km/sec 0.146 km/sec
Vs 2.714 km/sec 0.166 km/sec
Density 2.56 gl/cc 0.04 g/cc
Porosity (gastoil) 3.05% 1.89%

The first Frontier Sand appears to have an extremely low porosity. If the matrix
is not pure quartz, but mixed with heavy minerals, the mean porosity can be
somewhat higher than the calculated 3.05%. Yet it isstill avery tight formation, and
fracturing is a necessary factor for economical production.

The cross-plots of P-wave velocity versus density, clay content, S-wave velocity,
and Vp-Vs ratio of the first Frontier Sand are shown in Figure 3.11. The P-wave
velocity increases as the clay content drops, but shows no apparent relationship with
the density. The Vp Vs cross-plot shows a discrepancy between the log-based Vp-Vs
relationship and the Greensberg-Castagna prediction. This could be due to the
fracturing because the S-wave is more sensitive to fractures than the P-wave, and has
a lower velocity than the empirical prediction. The Vp-Vsratio is about 1.7 for the
first Frontier Sand.

This analysis provides a baseline for the seismic fracture analysis. The log data
will be used to generate a synthetic seismogram that ties with the field seismic data,
and to model the AV O behaviors at the formation boundaries.



Chapter 3 - Reservoir Rock Properties 78

Vp Vs
55 LI LB LN LI L L I: 35 o L LA NLANLINL I N W =
@ ERC) E
g ] £ E
o ] it} ]
? 3 g‘ 3
E 15 —; E5 —g
4 |||||||||||||||||||||||||||: 2 |||||||||||||||||||E
0O 20 40 60 80 100 120 140 0 20 40 60 80 100
Count Count
Density Porosity (oil+gas)
2.8'|||||||||||||||||||||||||||: L]0 N o s e B S B B B B e
T 3 A0 E
526 EL 1
= i = ]
= 1 5 ]
)4 ERL E
3 10 =
22 RN TS NN T N 0 3
0O 20 40 60 80 100 120 140 0 50 100 150 200
Count Count

Figure 3.10: Range of the P-, S'wave velocities, density, and porosity assuming the pore fluid is a gas-
oil mixture with gas-oil ratio 33,375 scf/bbl based on the log measurement of the first Frontier
Sand along the Red Mountain well.



Chapter 3 - Reservoir Rock Properties 79

2.8 T T 100 e
I [ - ] I - \ T
L " i L « " @ \ @ J
-
26 F % vat. " . . 80 . - . .
i * Tet e, ] i . \. ]
FAL Y-
— B tw - _- T B . t. . 1
g8 24t . — —~. 60 .. " -
2 L . # L LI _
= i 1 B - - A .
N N SRR SP ]
a 22| - 40 Slmy L ° —
i ] i Atk _
L 4 L L] L I'} ..ﬂ“‘ 4
L 4 L - .-_-‘- 4
2 - . 20 | . R ] 7
i ] i Tl . ]
gg bl v i e 0 R P I e I O T
4 4.5 5 55 4 4.5 5 55
Vp (km/s) Vp (km/s)
i - - -
- -/- 3 -
3 L . e i L ]
- \ o a . i ]
L . J
I <A ] s [ i
o) [ [ | o L 1
£ o5l . - = i i
v LA ] = I ]
-~ vt . 2 | S .
" ] - . T g
L - - . 4
5 r Sandstone Line 1 L ﬁ“' .. i
L 30% Shale + 70% Sandstone | 15 N ]
B Shale Line ] L ]
1'5-.........|.........|.........- PR P I R
4 4.5 5 55 4 4.5 5 55
Vp (km/s) Vp (km/s)

Figure 3.11: Crossplots of the P-wave velocity versus density, clay content, S-wave velocity, and Vp-
Vs ratio for the first Frontier Sand. The data are based on the log measurements at the Red
Mountain well.



Chapter 3 - Reservoir Rock Properties 80

3.6 Evidence of Overpressure

The generation, partial expulsion, and subsequent cracking of liquid hydrocarbons
in the Cretaceous sandstones and shales caused regional overpressure compartments
in the Powder River Basin (Surdam, et al., 1994). The elevated fluid pressure can
make the rocks more brittle and susceptible to fracturing. Therefore, finding the
evidence of overpressure helps to locate the fracture-prone regions.

During a normal compaction process, fluids in shale will be gradually squeezed
out as the burial gets deeper and deeper. Thiswill correspond to agradual increasein
the shale density, and a gradual decrease in shale conductivity. However, if the fluids
were trapped and could not get out during compaction, overpressure will occur
(Rider, 1991). The elevated fluid pressure will preserve more porosity, and break the
normal compaction trend of both the density logs and the conductivity logs. A lower
density and a higher conductivity than normal could mean an overpressure zone.
Figure 3.12 shows the conductivity log and the density log at the Red Mountain well.
Both curves break away from the normal compaction trend below 10500 feet depth.
This could indicate that the pore-fluid pressure of the Niobrara and Frontier
formations is higher than normal, and hence the rocks are more susceptible to
fracturing. This again substantiates the direct observations of fractures at the

Niobraraand Frontier levels.

3.7 Indirect Evidences of Fractures

Schafer (1980) proposed to use the comparison of density-log porosity with the
sonic-log porosity to identify fractured zones. When the sonic P-wave passes the
fractured rock, Fermat's principle implies that it chooses the fastest way from the
emitter to the receiver, and is not sensitive to the presence of fractures. In other
words, the P-wave mainly samples the matrix. The density log measures the bulk

density that contains both the intergranualar porosity and the fracture-induced
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porosity, and should predict a lower porosity than the sonic-log porosity. On the
cross-plot of sonic wave traveltime and density, the same P-wave traveltime
corresponds to alower density in afractured zone than that in anunfractured zone.

Figure 3.13 shows the cross-plot of the sonic wave traveltime and the bulk density
of the Niobrara Formation based on the log data from the Red Mountain, the State #1-
36, and the Walliswells. When the P-wave traveltime is below 70 n¥/ft, most density
values are above 2.5 g/cc, indicating a dense rock. However, there are points that
have much lower density but high P-wave velocity. Most of these points are from
logs along the Red Mountain and the State #1-36 wells. It could be due to fractures.
Based on this graph, there are probably more fractures at the Red Mountain and State
#1-36 well locations than at the Walliswell location.
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Figure 3.13: Cross-plot of P-wave traveltime versus density of the Niobrara Formations based on logs
from the Red Mountain, the State #1-36, and the Wallis wells. The points with high velocity but

low density could correspond to fractured intervals.



Chapter 3 - Reservoir Rock Properties 83

This indirect fracture indicator should not be used aone without other
confirmation of fracture occurrence because the cross-plot may be showing
lithological differences rather than the presence of fractures. One example showing

how incorrect inferences can be made can be found in Rider's book (1991).

3.8 FMSLogsand Fracture Number Count

The Formation MicroScanner (FMS) tools obtain oriented, high-resolution
imagery of electrical conductivity around theborehole wall with four arrays of button
electrodes (Schlumberger, 1989). The FM S tool has 1cm vertical resolutions and can
detect fractures 1cm apart. Two runs of FMS logs were conducted along the
horizontal borehole of the Red Mountain well: from 10850 feet to 11750 feet, and
from 11660 feet to 12970 feet. Figure 3.14 shows a segment of the FMS display.
The conductivity images measured by the four pads are displayed side by side. Two
vertical fractures with large apertures cutting through the borehole can be identified
easily at depth of approximately 12637 ft, and 12639 ft.

Arco scientists processed the two runs of FMS logs with a similar analysis
method using Schlumberger's FLIP/IFRACVIEW software (Sovich, 1996, May et. a,
1996). | counted the fracture number within various aperture ranges and fracture
strike ranges based on their results, and show fracture number distributions in Figure
3.15. Several observations are summarized below:

(1) 93% of the fractures in the shallower depth range (10865 feet to 11750 feet) and
75% of the fractures in the deeper depth range (11750 feet to 12970 feet) are
trending along the N70°E + 10° direction. Thisisthe only one prevailing strike.

(2) The average horizontal spacing of large-aperture fractures (aperture > 0.2mm) is
about 3.2 feet in the shallower section, and 12.1 feet in the deeper section.

(3) Arco's FMS analysis shows more small-aperture fractures in the deeper depth
range than in the shallower depth range. | believe that this is a result of the

different processing accuracy for the two runs of FMS data. By comparing the
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aperture distribution near the overlapping region of the shallower and deeper
depth ranges, | observed a sudden increase in the number of the small-aperture
fractures from the shallower to the deeper depth. Generally, the number of
fractures at a given aperture range will not change drastically unless it is across
the formation boundary. Since the overlapping region is not a formation
boundary, | believe that this change is mainly due to the different processing
accuracy for the two runs rather than the actual change.

(4) Except at very small apertures where the fractures are under-sampled, the
frequency of fractures with a given aperture decreases as the aperture increases.
Thisis consistent with Barton and Zoback's observation (1992) in the Cajon Pass
well. Whether the aperture distribution obeys the power law, as suggested by
Barton and Zoback (1992), isworth further analysis.
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Figure 3.14: FMS display showing open fractures at the Frontier Formation level. Note that the FMS
logs ran along the highly deviated hole. The near-vertical fractures appear at low dip angle. The
bedding appears at high dip angles. The depth is the measured depth in feet along the borehole
rather than the true vertical depth.
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3.9 Anisotropy in Dipole Sonic L ogs

Dipole shear sonic logs record the waveforms of the shear waves emitted from
two perpendicular sources, and received by two perpendicular receivers. After Alford
(1986) rotation to the principle directions, i.e. parallel and perpendicular to the
fracture orientation, we get a fast and a slow shear waves polarized in the principle
directions. The traveltime lag between the fast and slow shear wave can be caused by
the fracture-induced anisotropy. The shear wave birefringence parameter is

calculated using:
Dnr DV, _DT
g=—0@ > @ (34)
m Vg T

where g is the shear wave birefringence parameter or the Thomsen shear-wave

parameter for weak anisotropy (1986), D represents the difference between the fast

and slow shear waves, V; is the sonic shear velocity, T is the transit time, i is the

shear modulus of the rock. Derivation of this equation can be found in Chapter 2.

The shear wave data were given to us after the Alford rotation done by ARCO,
Schlumberger, and Nolte and Cheng (1996) at M.I.T. Figure 3.16 shows the 10-feet
average values of the fast shear wave (S1) polarization azimuth, transit time,
birefringence parameter, K-Th shale index, and P-wave sonic velocity. Unlike the
tightly clustered fracture orientation observed the FMS data, the S1 polarization
wanders around between N40°E and N170°E, with a mean of N91°E and a standard
deviation of 24°. The shear wave birefringence parameter has a mean of 5.6%, and a
standard deviation of 6.9%.

Three main zones of shear wave splitting A, B, and C are marked on Figure 3.16.
Zones A and B are within the Niobrara Formation. Zone C corresponds to the first
Frontier Sand. A closer look at these three zones shows that the S1 azimuth stays

close to N8O°E within these zones. This indicates that outside these zones where the
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Figure 3.16: Dipole sonic log (a) fast shear wave azimuth; (b) traveltime of the fast and slow shear
waves; and (c) shear wave hirefringence. Those plotted next to the dipole logs are (d) K-Th shale
index and (e) P-wave sonic velocity. Three main zones of shear wave splitting are marked by

Zone A, B, and C. Zone C correspondsto the first Frontier Sand.

birefringence is small, the uncertainty in the Alford rotation angle is probably large,
and causes the wandering of the S1 polarization direction. Within the first Frontier
Sand, the shear wave birefringence has a mean value of 7.6% and a standard
deviation of 4.8%.

Notice that both Zone B and Zone C have low clay content and high P-wave
velocity. Outcrop and core observations at the study site (May et al., 1996) show that
"al fractures, regardliess of orientation, are better developed in thinner-bedded, well-
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cemented lithologies and commonly terminate at thin shale or bentonite beds." The
dipole sonic log results are consistent with the outcrop observations. Furthermore, it
demonstrates that the dipole sonic logs and seismic surveys can be good fracture

detection tools.

3.10 Conclusions

In this chapter, | analyzed the log data and gathered information about clay
content, pore-fluid properties, formation velocities and density, and evidence of
overpressure and fractures at the Niobrara and Frontier levels. The clay content
analysis confirmed the prior geological information of the formations. The elastic
properties of rocks and pore fluids are essential for the seismic analysis in the next
chapter.

Natural fractures have been directly observed and measured on the FMS logs.
The prevailing strike of the fractures is N70°E at the Niobrara and Frontier levels.
The apparent aperture of fractures ranges from 0.008 mm to above 4mm. The
fracture frequency at a given aperture decreases as the aperture increases. The dipole
sonic logs show a fast shear wave polarization around N8O°E in the zones where
shear wave splitting is comparatively large. This roughly agrees with the FMS
observations. The correlation between the main shear wave splitting zones and high
P-wave velocity, low clay content agrees with the outcrop and core observations
(May et al., 1996) that the fractures at the study site are better developed in tight
layers and tend to terminate at shale or bentonite beds.

Log measurements of fractures have the advantage of high depth resolution, and
the disadvantage of low area coverage. In order to get the subsurface fracture
information in the Fort Fetterman field, 2D multi-component and 3D P-wave seismic
surveys were conducted. In the next chapter, | will analyze the anisotropy in the

seismic data, and map the fracture distribution and properties over the survey area.
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The log data will be used in conjunction with the seismic data to give a redlistic

fracture property mapping.
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CHAPTER 4

INTEGRATED SEISMIC INTERPRETATION OF
FRACTURE NETWORKS

4.1 Introduction

In this chapter, using the seismic datasets from the Fort Fetterman site, | explore
and test the feasibility and reliability of using P-wave anisotropy, in conjunction with
S-wave data and other available information, to characterize subsurface fracture
networks.

Shear-wave splitting techniques have been used successfully in detecting fractures
in many field examples. However, shear waves are not sensitive to the fluids in pores
and fractures. Seismic shear-wave data are rarely available in 3D. P-wave data are
cheaper to acquire, have higher signal-to-noise ratio, and are more readily available in
3D than are shear-wave data. However, the use of P-wave data in fracture detection
and characterization is not fully exploited.

At the Fort Fetterman site, various seismic surveys were conducted for the
fracture study. The available seismic data include the multi-component shear-wave
VSP data at the Red Mountain well location, two 2D lines of multi-component
seismic data, and a 3D cube of P-wave data. The 2D and 3D seismic survey map is
shown in Figure 3.1 in Chapter 3. The advantages of having different types of
surveys are that each survey samples different areas of the earth, and has different
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resolutions. Moreover, the P- and S-waves sample different physical properties. P-
waves are sensitive to a change in fracture-filling fluids, but S-waves are not. VSP
data have direct time-to-depth correspondence because the depths of the downhole
receiver are known. 2D four-component shear-wave surveys allow us to map the
fracture distribution along the 2D lines. The anisotropy in 3D P-wave velocity and
amplitude makes it possible for us to identify the fracture-filling fluids, as well as to
map the fracture distribution over the larger 3D survey area. | analyze and interpret
the anisotropy in the VSP and the 2D S-wave velocities, and the 3D P-wave velocity
and amplitude, in Sections 4.2 to 4.5. Section 4.6 summarizes the integrated fracture
interpretation of this field, lessons learned, and the general applicability of these
methods.

4.2 V SP shear-wave birefringence and 1D fracture-density
distribution

Vertical seismic profiling (VSP) data consist of records from surface sources to
downhole geophones. They provide direct seismic ties of time to depth on a
relatively fine scale (Hardage, 1984). Multi-component shear-wave VSP data can
capture the fracture-induced anisotropy in the Earth at fine depth resolution. It has
been used successfully in fracture detection and orientation prediction (Queen and
Rizer, 1990; Winterstein and Meadows, 19914, b).

At the Red Mountain well location, VSP data were collected with P- and S-wave
sources at four different offsets (Figure 4.1). For my fracture analysis, | used the
four-component shear-wave data with sources at 277-ft offset. This offset is much
smaller than the depth range from 1499.9 feet to 11500.5 feet, so the data can be
treated as approximately zero-offset VSP data. At the source location, there are two

perpendicular shear sources, S2 and S3. The S3 baseplate first motion is N360E

relative to true north. This angle is the sum of the measured angle by magnetic

compass and the magnetic declination. The magnetic declination is +110 in Converse
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County, Wyoming. The S2 baseplate motion is perpendicular to that of S3. As
shown in Figure 4.2, the sonde interval is approximately 500 ft between depths of
1499.9 ft and 7720 ft. Below 7720-ft depth, the average sonde interval is 67.5 ft.

The raw VSP data were recorded by a tri-axial geophone whose polarization
changes at each depth. Before conducting the Alford rotation, we must first rotate the
data such that the polarizations of the sources and receivers are in the same directions.
In the deep borehole, the orientation of the geophone can be determined by the far-
offset P-wave data. How to determine the downhole tri-axial geophone from the P-
wave data, and how to rotate the data to a desired coordinate system are beyond the
scope of this thesis. Details can be found in Greenhalgh and Mason (1995), and
Knowlton and Spensor (1996). This work was performed by ARCO. They rotated

the shear-wave data into the XY coordinates, where the X-direction is along N1260E,

and the Y-direction along N360E, parallel to the S2 and S3 sources directions,
respectively.

single P source

Red Mountain Well

273ft

single P source

Figure 4.1: VSP survey map. The 273-ft near-offset V SP shear-wave data are used in the shear-wave
splitting analysis.
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Figure 4.2: The 64 depth levels of the downhold geophone for the VSP survey. The sonde interval is
approximately 500 ft between 1499.9-ft and 7720-ft depth. Below this depth, the sonde interval is

much closer with an average of 67.5 ft.

Figure 4.3 shows the four S-wave components named XX, XY, YX, YY. The
first letter of each component name indicates the source direction, and the second
letter indicates the receiver direction after geophone orientation has been applied. If
the medium is isotropic, the shear-wave generated by the X source should be received
only by the X receiver, and the Y source by the Y receiver. Figure 4.3 shows strong
energy in the cross traces XY and YX. This energy indicates the existence of
subsurface anisotropy that causes shear-wave splitting during propagation.
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Figure 4.3: The four VSP S-wave components XX, XY, YX, and YY before the Alford rotation. X is
in the N126°E direction, and Y isin N36°E direction. The strong energy in the mismatched traces

XY and Y X indicates subsurface anisotropy.

To determine the natural-anisotropy symmetry directions of the subsurface rocks,
which often indicate the fracture orientation, | applied the Alford rotation (1986) to
the VSP shear-wave data. The procedure will rotate the source-receiver acquisition

direction from the XY directions to a new set of directions X'Y'. A single rotation
angleis applied to all VSP traces. The rotation angles that | tried range from 100 to
900, with a step of 100. Figures 4.4 (a) to (d) shows the S-wave components after

Alford rotations of 200, 300, 400, and 600, respectively. When the target X'Y"
coordinates are parallel to the symmetry planes of the fractured medium, the cross-

talk energy in X"Y" and Y'X' sections will be minimized. We can see that the rotation
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of 30’ gives the smallest crosstalk energy in X'Y' and Y'X' sections. The fast

direction X' (N960E) is, therefore, the predicted fracture orientation. Figure 4.5
compares the S-wave traces received at depth level #61 after rotations of angles

ranging from 20 to 400, with a step of 1. Thereisno significant change over any
range of 10’ or less. Therefore, |1 consider the uncertainty of the estimated fracture

direction to be about +/- 10 . May et a. (1996) point out that a set of N110 E+/-15
fractures was observed in the Tertiary strata, and locally in the Cretaceous strata; a

set of N70 E+/-10° fractures was observed in the Cretaceous, but not in the Tertiary

strata. The trend of N960E fast-V SP-shear-wave direction is based on the rotation of

the data at all depth levels, and hence is the average fracture direction over both the

Tertiary and Cretaceous intervals. If we assume that the N70E and the N110 E

fractures generate equal amounts of anisotropy, the average anisotropy symmetry-
plane direction is along N9OE. The finding of the average fracture direction of

N96 E+/- 10  at the Red Mountain well location is consistent with the geological

observations.
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After the optimum rotation of 300, the traveltime lag DT between the fast and

slow shear-wave components, X'X"' and Y'Y", can be estimated at each depth. If we
assume an even distribution of crack density along the whole depth range, the
traveltime lag should increase linearly with depth. The picks of thetraveltime lag and
a least-squares fitting line through them are shown in Figure 4.6. The traveltime

lag DTy increases by 9 ms from 2000 ft to 11500 ft. The total traveltime Tg through

this depth interval is about 1500 ms. The corresponding percentage of shear-wave
traveltime anisotropy DT /T is 0.6%. According to Hudson's theory, DT /T can

be directly related to the crack density e by this equation:

o OM-6mDT, _ad5 2 6DT,

8M T, &24 16- 24s 5T, 1)

where M, n, and s are the P- and S-wave moduli, and Poisson's ratio, of the

unfractured rock. The derivation can be found in Section 2.2 of Chapter 2. The depth
interval between 1200 ft and 11500 ft is a mixture of shale and sand. Over this
interval, the average Poisson's ratio based on the log data at the Red Mountain well is
around 0.28. According to Equation (4.1), 0.6% traveltime anisotropy corresponds to
a crack density of 0.005. This is the average crack density over a 10300 ft interval.
Geological observations (May et al., 1996) show that the fractures tend to concentrate
in thin layers, especially low-porosity, high-clay-content layers. If the ratio of the
fractured layer thickness to the total interval thicknessis 1:10, the crack density in the
thin fractured layers will be 0.05. Moreover, because the 10,300 ft interval contains

two sets of fractures along N110 E+/-15 and N7OOE+/-100, respectively. The shear-
wave anisotropies with symmetry planes aong different directions can partialy
cancel out each other. This effect will make the apparent anisotropy smaller.

The geological observations (May et a., 1996) show that the fracture orientation
changes with depth. In order to determine the fracture orientation and intensity in the
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Cretaceous reservoir rocks, we must remove the anisotropy effect of the overburden.
This is done with layer-stripping techniques (Winterstein and Meadows, 19914, b).
Our data quality, however, does not yield conclusive layer-stripping results. Noise
can come from both the seismic measurements and the data processing. For example,
an error in the estimation of downhole geophone orientation using P-wave data will
result in a corresponding error in the Alford rotation. A higher signal-to-noise ratio,
and compass-recorded geophone orientations could improve the quality of fracture
analysis using VSP data. The layer-stripping techniques will be discussed in more
detail in the next section, when it is applied to the multi-component surface shear-

wave data.
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Figure 4.6: The traveltime lag between the fast and the slow VSP events. To calculate the traveltime
lag, | cross-correlated the fast and slow shear-wave components X'X' and Y'Y" after a 30-degree
rotation was made. The solid line is the least-squares fitting line of the data. The average

traveltime lag per 1000 feet is9 ms.
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4.3 Surface shear-wave birefringence and 2D fracture-density

mapping

So that the subsurface anisotropy could be detected, multi-component seismic
data were collected along Lines GRI-1 and GRI-4 at the Fort Fetterman site. This
collection is sponsored by Gas Research Institute and the Department of Energy. The
base map is shown in Figure 3.1 in Chapter 3.

The standard seismic processing was done at ARCO. | summarize the procedures
below:

1. Inline Geometry Header Load

2. Air Blast Attenuation

3. Apply Refraction Satics

4. True Amplitude Recovery

5. ARCO Fan Filter

6. ARCO Noisy Trace Editing

7. Normal Moveout Correction

8. True Amplitude Recovery (Time-power constant = -1,
spherical spreading 1/(time*vel**2) )

9. CDP/Ensemble Stack

10. F-X Decon (Wiener Levinson filter, 4-40 Hz)

The results are four-component, post-stack S-wave datain the XY coordinates. X
represents the east-west inline direction, and Y the north-south cross-line direction.
In order to find the fracture direction and the amount of shear-wave traveltime
anisotropy, | conducted the following processes:

11. the Alford Rotation

12. Cross-correlation, to pick traveltime lag
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13. Layer-stripping techniques, to remove the effects of the overburden anisotropy
above the reservoir level

14. Fracture-density estimation

These procedures are discussed in more detail below.

Figure 4.7 shows the four components of the shear-wave data along Line GRI-4.
Thefirst letter of the four components XX, XY, YX, and YY represents the direction
of the source polarization, and the second letter the receiver polarization. As shown
in Figure 4.7, the significant energy level in the cross tracesXY and Y X indicates the
presence of subsurface anisotropy. The cross talk will be minimized if the
coordinates are rotated to the symmetry-plane directions of the natural anisotropy.

| applied the Alford Rotation at every 5° increment. The optimum rotation that
minimizes the cross-talk componentsis a+15° rotation to the X'Y" coordinates, where
the X'-axis is along the N105°E direction. Figure 4.8 shows the GRI-4 data after they
were rotated by +15° to N105°E. At this angle, the energy in the cross-talk
components X'Y' and Y'X' is minimized. The same events in the X'X' section arrive
earlier than those in the Y'Y' section. This indicates that the fractures are along
N105°E, because shear waves polarized parallel to the fracture plane travels faster
than those polarized in other directions. Within any 10° or less, there is no significant
change in the rotation results. Therefore, | consider the uncertainty in the rotation
angle to be about +/-10°. The inferred fracture direction of N105°E+/-10° agrees with
that inferred from the VSP data, N96°E+/-10°, at the Red Mountain well location. It
is also consistent with the geological observation of the N110°E+/-15° fracture set
that appears in the Tertiary and locally in the Cretaceous formations (May et al.,
1996).
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Figure 4.7: The four components of shear wave along Line GRI-4. From left to right: XX, XY, YX,
YY. The significant energy level on the mismatched traces XY and Y X indicates the subsurface
anisotropy.
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Figure 4.8: GRI-4 after 15° Alford rotation to N105°E direction. Thisisthe optimum Alford-rotation

angle at which the minimum energy on theX'Y"' and Y'X' components is reached.

After rotating the data to the proper coordinates, | used a cross-correlation method
to pick the traveltime lag between the fast and slow arrivals. When two similar
events are cross-correlated, the lag with the maximum cross-correlation value
corresponds to their traveltime difference. The cross-correlation window should not
be too long so that it excludes other events. However, al X'X' events in the
Cretaceous strata arrive more than 50 ms earlier than the Y'Y* events. To make them
be in a short cross-correlation window, | shifted the X'X" sections by a constant time
of 50 ms. A 100-ms window centered at each event was used to get the remaining
traveltime lag. Thetraveltime lag isthe remainingtraveltime lag plus the previous 50
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ms shift. Figure 4.9 illustrates the result of the cross-correlation at a few CDP

locations.

CDP 2900 2230

40

20

Traveltime Lag (ms)

Fr

Figure 4.9: Cross-correlation results for picking the traveltime lag. The measurement error is about +/-

1ms. The 100 ms here corresponds to a 0-ms shift.

Knowing the uncertainty in picking thetraveltime lag is important for judging the
guality of the fracture interpretation. Because of the previous filtering of 4-40 Hz in
processing Step 10, the smallest period is 25 ms. Half of the period is about 12 ms.
A 10% error in picking the highest cross-correlation value corresponds to an error of
about +/- 1ms.

Figure 4.10 shows the traveltime lags for the tops of the Parkman, Sussex, and
Niobrara formations, and the bottom of the first Frontier sand. These lags are the
cumulative lags of all the anisotropy above the reflectors. The difference in lag
between two reflectors is related to the amount of anisotropy between the two events.
Figure 4.11 shows the change in traveltime lag DTy in the Parkman, Sussex, Niobrara
formations, and the first Frontier sand. Because the reflection at the top of the

Niobrara formation is weak compared to that from other strong reflectors, its

traveltime-picking tends to have large uncertainty. Figure 4.12 shows the amount of
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shear-wave traveltime anisotropy DT,/T in the various intervals. The negative

shear-wave anistropy for the Niobrara and Frontier formations shows that N105°E is
not the fast direction, and the fracture plane is not in the N105°E+/-10° direction in
this interval. To recover the fracture information at the Niobrara-Frontier reservoir
level, layer-stripping analysis (Winterstein and Meadow, 1991a, b) to remove the
overburden effect is required.
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Figure 4.10: Shear-wave traveltime lag along Line GRI-4. The traveltime difference is obtained with a
cross-correlation of the fast (X'X") and slow (Y'Y") events.
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S-wave Traveltime Difference in Each Formation along GRI-4
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Figure 4.11: Shear-wave traveltime lag generated within each formation along Line GRI-4. The

results are the difference between traveltime differences at the corresponding events as shown in

the previous figure.
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Figure 4.12: The shear-wave traveltime anisotropy in each formation along Line GRI-4.
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The first step of layer-stripping analysis is to remove the traveltime lag at the
depth level at which the fracture orientation changes across the boundary. This step
is equivalent to moving the source-receiver system to this depth level. Winterstein
and Meadows (19914, b) point out that an improper traveltime stripping can cause a
subsequent rotation error. At the top of the Niobrara formation, the signal-to-noise
ratio is low, and picking of the traveltime lag is likely to be contaminated. On the
other hand, the top of the Sussex sand is a strong reflector. Without knowledge of the
exact depth level at which the fracture orientation changes, | attempt to do layer
stripping at both depth levels, and subsequently apply the Alford rotation to find the
optimum fracture orientation at the reservoir depth. Layer stripping at the Niobrara
top and subsequent rotation indicates a N40°E fracture orientation in the Niobrara and
the first Frontier sand. Thisisinconsistent with the geological observation, and could
be an aritfact of the low signal-to-noise ratio. The removal of the traveltime lag at
the top of the Sussex sand and subsequent rotation, however, yields a optimum
fracture direction of N75°E in the Sussex-Niobrara-Frontier interval. The rotated
shear-wave data rotated to N75°E and N65°E direction are shown in Figures 4.13a
and 4.13b. It is worth mentioning that at the current signal-to-noise ratio, it is
difficult to determine accurately which rotation angle gives smaller cross-talk energy.

However, the rotation to the true symmetry plane of the fractured rock should also

give the largest traveltime lag DT between the fast and slow components. Figure

4.14 shows the amount of traveltime lag along GRI-4. A rotation to N75°E shows a
larger traveltime lag than that of N65°E. Therefore, | chose N75°E to be the fracture
orientation at the Sussex-Niobrara-Frontier interval. This is also consistent with the
geological observations of the fracture set at N70°E+/-10° direction. Assuming that
the anisotropy in the Sussex sand can be ignored, and that the traveltime lag between
the top of the Sussex and the bottom of the first Frontier sand is completely due to the
fracturesin the Niobrara and Frontier formations, we can calculate the corresponding

traveltime anisotropy DT /T, asshown in Figure 4.15. The average crack density in

the Niobrara-Frontier interval can then be estimated with equation (4.1). Theresult is
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shown in Figure 4.16. The CDP range marked by "xline #205" corresponds to a 3D
superbin position. Data within this superbin will be analyzed in detail in the 3D P-
wave analysis. Within this zone, the average crack density is about 0.012. The
measurement error of +/- 1ms will correspond to +/- 0.004 error in the crack-density
estimation. Because the fractures might not be evenly distributed throughout the
Niobrara and Frontier formations, but concentrated in some thin layers, 0.012+/-0.004
is only an average crack density over the Niobrara-Frontier interval. The true crack
density within thin layers can be much higher. Section 3.9 shows that, in the dipole
sonic log data along the Red Mountain well, the shear-wave splitting concentrates in
low-clay-content, low-porosity thin layers. A rough estimate of the the thickness of
the fractured layers is about 12% of the Niobrara-Frontier interval. If this applies to
the CDP locations along GRI-4, the crack density in these layersis about 0.1+/-0.03.
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Figure 4.13: (a) Results of layer stripping at the top of the Sussex sand, and the subsequent Alford
rotation to N75°E. Note that the trough near 0 ms is the top of the Sussex sand, and the strong
trough near 600 ms s the bottom of the first Frontier sand.
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Figure 4.13: (b) Results of layer stripping at the top of the Sussex sand, and the subsequent Alford
rotation to N65°E. Note that the trough near 0 ms is the top of the Sussex sand, and the strong

trough near 600 msiis the bottom of the first Frontier sand.
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Figure 4.14: The traveltime lag between the fast and slow events from the top of the Sussex formation
to the bottom of the first Frontier formation.
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Figure 4.15: The traveltime anisotropy in the Niobrara and Frontier formations, made with the
assumption that the traveltime lag shown in Figure 4.14 is completely attributed to the fracturesin
the Niobrara and Frontier formations, but not the Sussex formation.
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Figure 4.16: The crack density in the Niobrara and the first Frontier sand. This is derived from the
shear-wave traveltime anisotropy after layer stripping at the top of the Sussex sand has been done
and the data are re-rotated to N75°E.

Figure 4.17 shows the four components of shear waves along Line GRI-1. The
Alford rotation was applied at every 15°. Figures 4.18 and 4.19 show the results after
rotations of +15° to N105°E, and -15° to N75°E. The CDP range between CDP 2069
and CDP 2350 falsin the 3D P-wave survey area. The Alford rotation shows that in
the south half of the line from CDP 2069 to CDP 2227, the preferred fracture
direction is N105°E+/-15°% in the north half of the line from CDP 2228 to CDP 2350,
the preferred fracture direction is N75°E+/-15°. The transition from N105°E to
N75°E occurs gradually between CDP 2200 and CDP 2260. At CDP 2213 where the
Red Mountain well is located, the inferred fracture direction is N105°E+/-10°. This
finding is consistent with the N96°E+/-10° direction inferred from the VSP data
N96°E+/-10°. The anomalous transition zone of the fracture orientation change
correlates with the change in dip of the bedding planes. The structural features of the

Site are given in detail in the appendix.



Chapter 4 - Integrated Seismic Interpretation 117

XX XY YX YY
File View Animation Picking Hep
CDP
ﬁﬂl:l I? z1|7u za;zu za‘su r 21‘20 zzlsu 25‘30 aH?u zzluu 23‘30 E4|6I} z1lsu zzlau 24|1u

@ :—zuuu
A é25::::
d =

dt 2000

3500

g
"‘...q- i
s

Time {ms)

Mol 5

- it

Time {ms)

7000

Figure 4.17: The four components of shear wave along Line GRI-1. From left to right: XX, XY, YX,
YY. The significant energy level on the mismatched traces XY and Y X indicates the subsurface
anisotropy.
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Figure 4.18: GRI-1 after 15° Alford rotation to N105°E direction. This s the optimum Alford-rotation
angle between CDP 2069 and CDP 2227 at which the minimum energy on X'Y' and Y'X'

components is reached.
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Figure 4.19: GRI-1 after -15° Alford rotation to N75°E direction. This is the optimum Alford-rotation
angle between CDP 2228 and CDP 2350 at which the minimum energy on X'Y' and Y'X'

components is reached.

Along Line GRI-1, the traveltime differences between the fast and slow
propagations were picked at severa strong seismic events. the Tertiary-Cretaceous
(K-T) boundary, the top of the Sussex formation, and the bottom of the first Frontier
sand. The results are shown in Figure 4.20. Further layer-stripping analysis to
determine the Cretaceous fracture direction was not conclusive because of the low

signal-to-noise ratio along line GRI-1.
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Figure 4.20: Shear-wave traveltime difference along Line GRI-1. The traveltime difference is obtained
by cross-correlation of the fast (X'X') and slow (Y'Y') events. Only a few strong events are

picked because of the low data quality.

For later comparison with the analysis of P-wave data, Figure 4.21 shows a
mapping of the fracture direction at the reservoir level in the 3D P-wave superbin
grid. This mapping is made based on surface shear-wave analysis.



Chapter 4 - Integrated Seismic Interpretation 121

235 - _
2251 . i
215+ —_— _
205 — _
195 — i
1851 _ Short Lines: fracture orientations i
H inferred from the whole-trace rotation
Q
21751 i
£
165 - i

Long Lines: fracture orientations
155 at the reservoir level inferred from
the layer-stripping analysis

/

145} - * -
135} — P . gl . . et e _
- -~ -~ - - -~ -~ —_— ~ -~ —_— ~
125 -~ -
—

1151 .

155 165 175 185 195 205 215 |225 235 245 255 265 275 285 295
xline #

Figure 4.21: The fracture directionsinferred from the 2D shear-wave data. The directions are shown in

the 3D P-wave superbin grid.

4.4 3D P-wave Vel ocity Anisotropy and 3D Fracture Network

As discussed in Section 2.3, P-wave velocity varies with propagation direction in
an anisotropic media. When parallel vertical fractures are the source of anisotropy,
far-offset P-wave data will have azimuth-dependent velocity. P-waves travelling in
the fracture plane will have a faster velocity than those traveling in a plane
perpendicular to the fractures. This section anayzes the P-wave traveltime
anisotropy at the Fort Fetterman site, and interprets it in terms of fractures.

As areference, the P-wave processing procedures are listed below:
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1. Inline Geometry Header Load
2. Air Blast Attenuation
3. Apply Refraction Satics
4. Ensemble Balance
5. ARCO Noisy Trace Editing
6. Bandpass Filtering (Ormsby bandpass, zero phase, 4-8-80-88 Hz)
7. True Amplitude Recovery (Time-power constant = 1)
8. ARCO 3D Fan Filter
9. Surface Consistent Decon
10. Apply Residual Statics
11. Trace Equalization (Basis for scaling: mean)
12. ARCO 3-D Coherency Satics
13. Normal Moveout Correction
14. True Amplitude Recovery (Time-power constant = -1,
spherical spreading 1/(time*vel**2) )
15. Bandpass Filter (Ormsby bandpass, zero phase, 10-15-45-60 Hz)
16. Emsemble Reorder (CDP superbin size: 800 ft x 800 ft
Azimuth bin size: 10° Offset bin size: 500 ft)
17. Ensemble Sack/Combine (partial stack over 10-degree-azimuth 500-ft-offset
bins)
18. Ensemble Stack/Combine (near-offset range: 1k to 3k ft; far-offset range: 5k to 8k
ft)
19. Cross-Correlation, to pick traveltime
20. Sequence Attribute Analysis, to pick peak/trough amplitudes

Steps 1 to 14 were conducted at ARCO. These processes are primarily aimed at
removing noise and statics, and preserving the signal. In Step 15, | applied an
Ormsby bandpass filter of 10-15-45-60 Hz in order to further remove the low
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frequency noise below 10 Hz. The original CDP bin size was 80 ft by 80 ft. In each
CDP bin, there is only partial azimuth coverage. In order to improve the azimuth
coverage in each CDP hin, the data was reordered into superbins of size 800 ft by 800
ft. A partial stacking was conducted for each CDP superbin. The tracesin each CDP
superbin are binned into eighteen 10° azimuthal bins centered at 5° to 175° azimuths.
Within each azimutha bin, the traces are binned into 500-ft-offset bins. Traces
within each 500-ft-offset bin are corrected for the norma moveout and stacked. The
velocity used for the NMO correction does not vary with azimuth. Therefore, the
azimuthal variations of the traveltime/velocity are preserved in the partially stacked
traces. Figure 4.22 shows the partialy stacked data for the N45°E azimuth. Finally,
the near-offset stack (1000 ft to 3000 ft) and the far-offset stack (5000 ft to 8000 ft)
were generated. Because the data have been partialy stacked, each 500-ft-offset bin
will contribute one and only one trace to the final near- and far-offset stacks. The
partial stacking helpsto reduce the offset bias for far-offset and near-offset stacking.

Figure 4.23 shows the far-offset stacked traces along 5° to 175° azimuths at the
superbin centered at inline #135 and cross-line #205. In order to get an accurate P-
wave traveltime variation with azimuth, | cross-correlated each trace with the trace at
a perpendicular azimuth. The cross-correlation results for a few CDP's in the 3D
cube are shown in Figure 4.24. Because of the previous filtering of 10-60 Hz in Step
10, the smallest period is 17 ms. Half of the period is about 9 ms. A 10% error in
picking the highest cross-correlation values corresponds to atraveltime picking error
about +/- 1ms. The picked traveltime variation between the top of the Sussex
formation and the bottom of the first Frontier sand at the superbin at inline #135 and
cross-line #205 is shown in Figure 4.25. An error bar of +/- 1ms is shown at each
picks.
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Figure 4.22: Partially stacked CDP superbin gathers along azimuth N45°E, i.e., the azimuth bin that
ranges from N40°E to N50°E. The NMO-corrected data are stacked over each 500-ft-offset bin.
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Figure 4.24: Cross-correlation results of P-wave traces along 5° and 95 ° azimuths. The measurement

error is about +/- 1ms.
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Figure 4.25: P-wave traveltime between the top of Sussex and the bottom of the first Frontier sand
along various azimuths. Thisisthe relative traveltime obtained by cross-correlation. Traveltime O
represents traveltime 270ms. Gray lines are the cosine-curve least-squares fits, taking into account

the measurement error of +/- 1ms.

Based on Hudson's theory, the P-wave velocity in fractured media can be

interpreted in terms of the Hudson crack density as:

R it

where € is the crack density. The definitions of U; and U; in terms of fluid bulk

modulus K, and the crack aspect ratio a , and the derivation of this formula, can be
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found in Sections 2.2 and 2.3 of Chapter 2. At a fixed incidence angle, the P-wave
traveltime anisotropy is a cosine function of the azimuth.

Theoretically, three data points along three different azimuths can fully determine
a cosine curve. Because the seismic data contain noise, redundancy in seismic data
can help to improve the cosine estimation and reduce the uncertainty where the data
are noisy. The amplitude data along 18 different azimuths ranging from 5° to 175°,
with a step of 10° are picked except for those extremely noisy traces. L east-squares
fitting of a cosine curve is used to pick the optimum values of fastest P-wave azimuth
angle and variation magnitude. Since data have redundancy, the standard deviation of
the least-squares cosine-curve parameters should be smaller than that of the
measurements. | applied a "bootstrap” method (Davison, 1997) to estimate the
uncertainty in the inferred cosine-curve parameters. The idea is that our
measurements at 18 different azimuths can be treated as 18 random samples out of
infinite number of measurements we could have made. Every time we randomly
draw a group of n data points from the data pool, and fit a least-square cosine curve
through the data, we get an estimation of the true model. This procedure is repeated
many times (in my case, 200 times for each CDP superbin). The outcome is the
distribution of the expected model, i.e., the least-squares cosine fits that are related to
the fracture density and properties. Furthermore, | include the measurement error in
the model estimation: | let each selected measurement have a +/- 1-ms uncertainty.
Before the least-squares estimation is done, the uncertainty will be generated from a
normal distribution with O mean and of 1-ms standard deviation, and added to the
data. The gray linesin Figure 4.25 are the |least-squares-fitting cosine curves of the
data within CDP superbin centered at inline #135 and cross-line #205. The fitting
was conducted 200 times for each superbin. To test that 200 runs are enough to
generate the proper distribution of the cosine parameters, | randomly generated
several different 200 runs for the same CDP superbin. The estimated mean values of
the cosine parameters from any random 200 runs are within 10% of the standard
deviation. Therefore, 200 runs are enough to give a proper distribution of the cosine
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estimations. | calculate the mean and standard deviation of the fast P-wave azimuth
and the magnitude of azimuthal variation.

The distribution of the fast P-wave azimuth and the magnitude of thetraveltime
azimuthal variation are shown in Figures 4.26 and 4.27, respectively. These
distributions have taken into account the measurement error, the redundancy of the
data, and the data variation caused by noise. The data display an average fracture
orientation of azimuth 51°, i.e., N39 °E, and an average traveltime anisotropy of 1.6%.
The standard deviation of the estimated fracture orientation is 8°.

Figure 4.28 shows the estimated fast P-wave direction in the 3D map view, for the
interval between the top of the Sussex sand and the bottom of the first Frontier sand.
Surprisingly, it shows a clustered pattern of N45°E and N60°E. This result does not
agree with either the geological observation, nor the shear-wave splitting results, even
within the standard deviation +/- 8° range.

L L L
1z0 140 160 140

0 z0 40

60 50 100
Azimuth (degree)

Figure 4.26: Histogram of the fast P-wave direction, i.e.,, fracture orientation, at the superbin at inline
#135 and xline #205. The histogram is based on the 200 cosine fits as shown by the gray linesin
Figure 4.25.
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Figure 4.27: Histogram of the P-wave traveltime azimuthal variation from the top of Sussex to the
bottom of the first Frontier sand at the superbin at inline #135 and xline #205. The histogram is
based on the 200 cosine fits as shown by the gray linesin Figure 4.25.
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Figure 4.28: Mean value (black solid lines) and standard deviation ( gray lines) of the fast P-wave
direction.

The anomaly can be caused by psuedo-azimuthal variation induced by
heterogeneity or dipping reflectors. Because the P-waves propagate along different
azimuths, they can pick up heterogeneities along the path, and generate an azimuthal
variation in traveltime that is not related to fractures or anisotropy. The ray path
changes with the dip of the reflector, as shown in Figure 4.29. Dipping reflectors can
induce azimutha traveltime anisotropy. Using the geometry of the travelpath, |
estimated that the traveltime anisotropy as a function of the dip angle, as shown in
Figure 4.30. For a dipping bed of 5° is about 0.5%, and for a dipping bed of 10° is
about 1.5%. In Figure 4.31, | plot the isopach map with the inferred fracture
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directions from P-wave traveltime anisotropy. The isopach map shows the contours
of the depth difference between the top of the Sussex and the bottom of the first
Frontier sand. The gradient of the isopach map is the relative dip of the bottom of the
first Frontier sand relative to the top of the Sussex sand. Only fracture orientations
with less than 20° uncertainty are plotted. At many places, the fracture orientation is
perpendicular to the isopath dip direction, i.e., parallel to the relative dip direction.
The relative dip varies from 0° to 10°. This observation suggests that the P-wave
velocity anisotropy is not a good indicator of fractures when the relative dip of the
bedding is above 5°.

2h

d: depth
h: offset
o incident angle
0: dip angle

Figure 4.29: The diagram of P-wave reflected at a dipping bed with adip angleq.
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Figure 4.30: Dip-induced apparent traveltime anisotropy as a function of the dip angle of the reflector.
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Figure 4.31: Fracture orientations inferred from P-wave traveltime anisotropy overlapped by the
isopach map. Only fracture orientations whose standard deviations are less than 20° are drawn

here. The length of the fracture-orientation vector is proportional to the crack density in this map.

Using equation 4.2, | modeled the P-wave traveltime anisotropy for the Niobrara-
Frontier interval. | used the crack density of 0.012, as estimated from the shear-wave
data. | chose the large range of crack aspect ratios from 0.0001 to 0.1. The results
are shown in Figure 4.32, and for both gas and water under high- and low-frequency
conditions. At the CDP superbin at inline #135 and xline #205, a 1.6% anisotropy in
P-wave traveltime is observed. Comparing Figure 4.32 with the observed 1.6%
anisotropy, we notice that the 1.6% is higher than the model ed anisotropy for both gas
and water. Since gas tends to generate larger P-wave velocity anisotropy than stiffer

fluids, the fluid inside the fractures is likely to be gas. However, as we discussed
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previoudly, the P-wave velocity/traveltime data are heavily contaminted by the effect

of dip, and hence are not reliable for fracture characterization.
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Figure 4.32: Predicted Vp anisotropy for the Niobrara and Frontier formations, containing parallel
fractures with crack density 0.012, aspect ratio from 0.0001 to 0.1, and various types of crack-
filling fluid.

4.5 P-wave amplitude anisotropy and fracture properties

Section 2.4 shows, theoretically, that aligned vertical fractures can induce
azimuthal anisotropy into the P-wave amplitude. Conventional AVO analysis
averages over the whole azimuth range, and evaluates the amplitude variation with
offset. When the subsurface rock is azimuthally anisotropic, the amplitude varies
with azimuth. Section 2.4 in Chapter 2 shows that at a fixed small incidence angle
(<30°), the P-wave amplitude variation with azimuth is approximately a cosine

function of the azimuth. The variation magnitude is related to the crack density e,
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fluid bulk modulus K , and the crack aspect ratio a . P-wave amplitude gives us the

possibility of detecting the fracture density and fracture properties.

Using the "Sequence Attribute Analysis' package in ProMAX, | picked the
maximum amplitudes at the bottom of the Frontier formation. Theoretically, at zero
offset, the reflectivity isthe same along all azimuths. To ensure this property, the far-
offset amplitudes are normalized by the near-offset amplitudes of the same azimuth.
Figure 4.33 shows the normalized far-offset amplitude variation at the CDP superbin
at inline #135 and crossline #205. Each data point has an estimated error bar of 10%
of the maximum amplitude of +/- 0.1. This accounts for the measurement error.

A bootstrap method was again applied to get the least-squares cosine curves fit to
the data. The measurement error of +/-0.1 (10% of the maximum amplitude) was
taken into account. | consider that each data point corresponds to a normal
distribution with a mean equal to the measured value and a standard deviation equal
to the measurement error of 0.I. The methodology was described in detall in the
previous section. These curves fit to the amplitudes are shown by the gray linesin
Figure 4.33. For each CDP superbin, the bootstrap method repeatedly calculates the
cosine-function parameters 200 times. The distribution of the angle corresponding to
the trough of the cosine curve and the distribution of the ratio of the amplitude

variation to the average amplitude, are shown in Figures 4.34 and 4.35.
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Figure 4.33: The amplitude variation with azimuth at the superbin at inline #135 and xline #205. Gray
lines are the cosine-curve least-squares fits, taking into account the measurement error o 10% of
the maximum amplitude.
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Figure 4.34: Histogram of the observed fracture orientations based on the P-wave amplitude variation
with azimuth. The azimuth corresponds to the cosine-curve trough (the minimum amplitude) is the
the fracture orientation. The histogram is based on the 200 cosine fits shown by the gray linesin
Figure 4.33.
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Figure 4.35: Histogram of the estimated azimuthal variation in P-wave amplitude shown in percentage.

The histogram is based on the 200 | east-squares cosine fits shown by the gray linesin Figure 4.33.

To interpret the amplitude azimuthal variation in terms of fracture density and
properties, | calculate the reflectivity at the bottom of the first Frontier sand. The
elastic moduli of the unfracture rocks are taken from the blocked well-log data as
shown in Figure 4.36. Hudson's model was used to calculate the fractured rock
moduli when the rock contains vertical parallel fractures. | considered two crack
densities: 0.012, as measured from the 2D shear waves,; and 0.1, as an upper bound.
The far-offset stack has an average incidence angle of 30°. The theoretical curves of
the amplitude azimuthal variation induced by parallel cracks with a crack density of
0.1 are plotted in Figure 4.37. The modeling results indicate that the P-wave
reflectivity has a smaller absolute value along the fracture orientation than
perpendicular to the fracture orientation. Therefore, the trough of the cosine curve
corresponds to the fracture orientation. It has a mean of 3.2° i.e., N87°E, and a
standard deviation of 18°. Thisdirection is consistent with the geological observation
within the standard deviation. The mean azimuthal variation is 62% normalized by

the average amplitude. Its standard deviation is around 18%.
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Figure 4.36: The blocked log data used in the modeling as the properties of the unfractured rocks.
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Figure 4.37: The reflectivity at the bottom of the fractured first Frontier sand that contains parallel

vertical fractures with a crack density 0.1.
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In order to estimate the fracture physical properties, | compare the variation with
the modeling results for crack aspect ratios of 0.000001 to 0.1, and for gas-filled and
water-filled cracks. The modeling results shown in Figure 4.38 are for crack density
0.012, and those in Figure 4.39 are for crack density 0.1. The current resolution of
the P-wave amplitude variation does not allow us to distinguish the fluid content
within the fractures. The amount of amplitude anisotropy induced by the gas-
saturated and the water-saturated fractures are close, and both agree with the data
within the error range. The data show an amplitude azimuthal variation of 62%. This
is larger than the modeling result. The difference between the data and the model
could be caused by the anisotropic attenuation in the overburden, the focusing effects

of waves traveling in the anisotropic medium, or heterogeity along the wave path.
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Figure 4.38: The reflectivity azimuthal anisotropy at the bottom of the fractured first Frontier sand that

contains parallel vertical fractures with a crack density 0.012.
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Figure 4.39: The reflectivity azimuthal anisotropy at the bottom of the fractured first Frontier sand that

contains parallel vertical fractures with acrack density 0.1.

Figure 4.40 shows the crack orientation with the standard distribution inferred
from the P-wave amplitude azimuthal variation throughout all bins in the 3D survey
area. Figure 4.41 shows the fracture orientation in the 3D-superbin grid. The length
of fracture-direction vector is proportional to the magnitude of the amplitude
variation. Only those orientations with a standard deviation less than 20° are shown.
At the superbins in which the standard deviations are very large, P-wave amplitude
variation does not give a reliable fracture orientation. The seismicaly inferred
fracture orientation based on P-wave amplitude roughly agrees with the geological
observations and the fracture orientations inferred from shear-wave data at the

overlapping superbins.
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Figure 4.40: The crack orientations derived from the 3D P-wave amplitude azimuthal variation. The

solid lines are the mean value of the fracture orientation. The gray lines are the mean values

plus/minus the standard deviations. This plot highlights the fracture orientations with small

standard deviations: | made the length of the vectors inversely proportional to the standard

deviation of the fracture directions.
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Figure 4.41: The crack orientations derived from the 3D P-wave amplitude azimuthal variation. The

length of the vectors is proportional to the crack density in this map. Only fracture orientations

that have a standard deviation of less than 20° are plotted.

4.6 Conclusions

| applied and tested the methodology of using 3D single-component P-wave data

combined with shear-wave data and log data to determine the fracture orientation,

density, and properties at the Fort Fetterman site. Azimuthal anisotropy has been

observed on the P- and S-wave traveltime/velocity, and the P-wave amplitude.

interpreted the symmetry-plane directions and the magnitude of the anisotropy in

terms of the subsurface fractures orientation, density, and physical properties.
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Results of the 2D shear-wave data, and P-wave amplitude azimuthal variation give a
consistent fracture orientation of N75°E+/-10° and N87°E+/-18°, respectively, at the
Niobrara-Frontier reservoir level. They are consistent with the geological
observations of N70°E+/-10° within the standard-deviation range. The shear-wave
data, however, gives a much smaller crack density than does the P-wave amplitude
azimuthal variation. At this site, the P-wave traveltime anisotropy is probably
contaminated by the effects of dip, and therefore does not give a reliable indication of
the fracture orientation.

The whole-trace Alford rotation of the VSP and 2D shear-wave data shows fast
shear direction of N96°E+/-10° and N105°E+/-10° respectively. This angle is
consistent with the geological observation of fracture directions N110°E+/-15° in the
Tertiary formations within the standard deviation of our estimates. Because the
fracture orientation varies with depth, as observed in the outcrops, layer-stripping
techniques are required to recover the fracture information in the deeper Cretaceous
formations. The subsequent rotation of the surface shear-wave data shows a preferred
orientation of N75°E+/-10° in the Niobrara and Frontier formations. This angle is
consistent with the fracture orientations N70°E+/-10° observed in outcrop Frontier
sand and in the Formation MicroScanner images. The quality of the subsequent
Alford rotation of the deeper intervals after layer-stripping depends on accuracy in
traveltime-lag picking at the stripping boundary. Therefore, a high signal-to-noise
ratio at the interface of fracture direction change is critical for S-wave fracture
detection in the deep formations. The VSP data do not have sufficiently good signal-
to-noise ratio at the deeper levels for a meaningful application of layer stripping
shear-wave anaysis.

Shear-waves anisotropy are not influenced by the fluid properties inside the
fractures. Therefore shear waves can be used to determine the fracture density
without ambiguity from the unknown fluid type and properties. Along Line GRI-4,
the crack density varies between 0 and 0.02. However, this inferred fracture density
is the average fracture density over the Niobrara-Frontier interval being analyzed. It
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has been observed both geologically and in the dipole sonic logs that the fractures do
not distribute evenly over the large intervals, but instead concentrate in thin layers of
tight sand. Therefore, the average crack density inferred from the P- and S-wave
traveltime data can be much less than that inferred from the P-wave amplitude
azimuthal variation at the boundary of the fractured rocks.

The P-wave traveltime anisotropy gives an apparent fracture direction of
N39°E+/-8°. This direction, however, is likely to be caused by the effect of dip. This
is shown by the consistency of the dip direction and the predicted fracture orientation.
If P-wave velocity/traveltime anisotropy is used to determine the fractures in fields,
the dip effect must be small compared to the fracture-induced anisotropy.

The magnitude of the P-wave amplitude anisotropy is related to the crack density
and physical properties, including the crack-filling fluids and the aspect ratio. For the
reflection at the bottom of the first Frontier sand, the minimum-amplitude direction
corresponds to the fracture-plane orientation. The corresponding fracture orientation
is roughly along the east-west direction. At many CDP superbin locations, the
inferred fracture orientation based on azimuthal variation of P-wave amplitude shows
a large standard deviations. This results from a high level of noise in the amplitude
data. Even in the blocks in which the inferred fracture orientation has aless than 2¢°
standard deviation, there are still a few anomalous directions of N45°E and N45°W.
This effect can be caused by a combination of fracture-induced anisotropic
attenuation effects, wave focusing and defocusing in anisotropic media, and
heterogeity along the travel path. | recommend further work in understanding these
other factors that contribute to the P-wave AVOZ. At this signal-to-noise ratio, we
cannot identify the fluid content in the fractures. But the 3D P-wave AVOZ variation
gives us the possibility of mapping the fracture direction over the 3D survey area.

The results of the theoretical modeling can be used as guidelines for seismic
detection of fractures. In general, the amount of anisotropy in shear-wave splitting,
P-wave velocity, and P-wave amplitude increases with the fracture density. The
amount of shear-wave splitting does not depend on the fluid type and the seismic



Chapter 4 - Integrated Seismic Interpretation 145

frequency range. P-waves are sensitve to the types of the fracture-filling fluids, the
fracture aperture, the rock's Poisson's ratio, and the wave frequency. Crack-filling
fluids with higher bulk moduli can induce lower P-wave velocity variation, but higher
P-wave amplitude variation. When the Poisson's ratio of the unfractured rock is high
and other conditions are the same, the shear-wave traveltime lag is larger, and the P-

wave amplitude azimuthal variation is smaller.
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CHAPTER 5

CAN SEISMIC IMAGING HELP TO QUANTIFY FLUID
FLOW IN FRACTURED ROCKS?

5.1 Abstract

We investigate the type of subsurface fracture information that can be extracted
from seismic shear wave analysis, show how rock physics and geostatistics can be
combined to give redlistic interpretations, illustrate the variability (non-uniqueness) in
the interpretations by showing equally probable fracture predictions, and evaluate the
uncertainty in rock physics interpretations by looking at the distributions of some
simple fluid flow simulation results.

In the interpretation of fracture-induced seismic anisotropy, the uncertainties in the
stiffness of the embedding rocks versus that of the fractures, in the number of fracture
sets, in the fracture length distribution, and in the span of fracture orientations can give
rise to ambiguity in fracture interpretation. We examine the impact of these
uncertainties on fluid flow responses, and suggest additional information, beyond
seismic, that can increase reliability of fluid flow predictionsin fractured formations.

Our results show that seismic analysis can help to constrain predictions of the
gpatial distribution of fracture densities, which, in turn, have a very important impact
on fluid flow responses. However, the inference of fracture densities from shear wave
splitting analysis can be unreliable due to uncertainties about some key parameters,
including fracture specific stiffness, fracture orientation, and background lithology
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variations. The uncertainty in fracture orientation distribution does not affect
significantly the final fracture density estimates. The common assumption that
anisotropy is induced by a single set of parallel fractures can lead to misinterpretation
of the fracture density field. In addition, the length and orientation distributions of the
fractures are crucia factors determining connectivity of the fracture system and,
therefore, have an important impact on fluid recovery. The uncertainties can be
reduced by considering additional information about the subsurface fracture system
such as that coming from analog outcrop data, geomechanical studies and production

data. A reliable knowledge of thelithology of the matrix rock is also important.

5.2 Introduction

Seismic methods have been used in fracture detection for more than a decade. The
shear wave splitting techniques (Alford, 1987), among many other techniques, is a
fairly common and robust approach. Its field applications in 2D surface seismic
(Mueller, 1991), 3D seismic (Lewiset a., 1991), dipole sonic log (Mueller, 1994), and
multi-component VSP (Queen and Rizer, 1990, Winterstein and Meadows, 1991a,
1991b) have successfully detected elastic anisotropy and symmetry plane orientations,
which correlate with observed fracture locations and orientations. Fracture detection
using the P-wave velocity (Crampin, 1977) and amplitude (Rueger, 1997; Teng and
Mavko, 1997; Tsvankin, 1997; Lynn et al., 1996), and shear wave amplitude
(Thomsen, 1988; Kendall, 1996) have also been investigated.

The outcome of these seismic methods, however, is strictly speaking, maps of
amount of anisotropy and symmetry plane directions. At best, they have been
interpreted in terms of fracture density and average orientation. They do not lead to
the details of the in situ fracture network distribution that controls the rock
permeability distribution.

To get the subsurface fracture network distribution, we explore how to use the
anisotropy in shear wave splitting data to control the geostatistical reconstruction of

the subsurface fracture networks. We interpreted the shear wave anisotropy in terms
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of fracture density and orientation with Schoenberg-Muir's (1989) thin-layer fracture
model. The fracture density mapping was used to guide the stochastic simulation of
the subsurface fracture network. To demonstrate how our approach helped to gather
the hydraulic features of the fracture network, we simulated the fluid flow in the
fracture network. The results show a significant improvement over the pure statistical
approach.

In practice, uncertainty about fracture stiffness, fracture orientation, number of
fracture sets, and unfractured rock matrix properties results in uncertainty in fracture
density predictions. The unknown fracture length distribution also leads to non-unique
realizations of the fracture system. We analyzed the impact of these uncertainties on
fluid flow predictions, and suggests additional information which can help to reduce

these uncertainties.

5.3 Procedures

We begin with an observed image of an in-situ fracture network. The shear wave
velocities are calculated to represent the results of a synthetic seismic shear wave
survey over the site. With the synthetic data, the uncertainties of extracting actual
fracture information from seismic data can be examined without the complication of
field-data noise and measurement errors. We then interpret the shear wave velocities
in terms of fracture density, stochastically simulate the fracture networks that are
consistent with these densities, and perform fluid flow simulation to evaluate the flow
properties of the seismically constrained fracture networks. By comparing the fluid
flow results of the true fracture system with those from simulated fracture networks,
we examine to what extent shear wave survey can help in constraining fluid flow

predictions in fractured reservoirs.
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5.3.1 Reference Fracture Image

The reference fracture system is taken from an image (Figure 5.1) of an exposed
outcrop pavement exhibiting two distinct fracture sets. A first set is oriented roughly
along the North-South direction (Set 1), and a second is aligned in the East-West
direction (Set 11). The horizontal section considered is approximately 136 meters by
52 meters. The fractures were first delineated on the photograph, then scanned and
transformed to pixel format. The resolution necessary to render the fractures visible is
544 by 208 pixels. This is the resolution of the grid on which the fractures will be
simulated. Each pixel represents a 0.25 meter by 0.25 meter square.

Reference fracture image
208.000[ ] [ J W i 7

00 South 544.000

Figure 5.1: Reference fracture image digitized from a photograph of an exposed outcrop.

5.3.2 Seismic Modeling and Shear Wave Analysis

Because most fractures in Figure 5.1 are longer than the seismic wavelength, to
calculate the elasticity of the fractured rocks, we chose to use the finely layered model
given by Schoenberg and Muir (1989) rather than the penny-shaped crack models
(Hudson, 1981, 1990; Thomsen, 1993). When arock block with dimension L contains
N parallel through-cutting fractures perpendicular to the 3-axis (Figure 5.2a), the

rock’s shear stiffnesses can be expressed as:

Cu= (5.1a)
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where n is the shear stiffness of the unfractured rock, Cgis the rock’s stiffness for
shear wave propagating and polarizing in the fracture plane, C,, is for shear wave
propagating or polarizing perpendicular to the fracture plane, and E, isgiven by

N

mw
kT

The fracture shear specific stiffnessesk, describes the rate of change of the shear

stress with respect to the fracture’ s shear displacement.

q

3
(@ (b)

Figure 5.2: (&) Diagram of a set of parallel fracturesin Cartesian coordinates; (b) diagram of a set of

fractures uniformly distributed within a angle range in Cartesian coordinates, (c) diagram of two
sets of vertical fractures in Cartesian coordinates. (c) illustrates the orientation of the reference

fracturesin a 3D plot.

The shear wave weakly anisotropic parameter g (Thomsen, 1986) indicates the

amount of shear wave splitting, and can be expressed as a function of fast (V.4 ) and

slow (Vg 4, ) ShEar wave velocities:

_Co-Cu _Er | Vs Vs s

(5.2)
2C, 2 Ve qo

g
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where

VS— fast = V CG6/r
Vs gow =Cas /T

(5.3)

r isthe bulk density of the rock.

When multiple sets of fractures are present in a rock, their impact can be
approximated by a linear summation of compliances of each set. One scenario is that
fractures are uniformly distributed within an angle range q as shown in Figure 5.2b.
By integrating the fracture-induced compliance change, we get the corresponding

elasticity of afractured rock as:

C. = " (5.4)
% ad singo '
S TR
C = 18
a4 — f ..
al sinqo
R TR

Note that as g approaches zero, the shear wave moduli approach the parallel fracture
limit given by equation (5.1). Figure 5.2c illustrates the 3D image of the fracture
system as previously shown in Figure 5.1. In this coordinate system we can express

the shear wave moduli as:

C55 = - Slnq 5 oy qu 5 (5.5)
L+Eng, + e 2

2q, o & 2, 2

a singO & sing,0
1+ Eng—- — =+ T28—+ +
2 20 9 2 20,9
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where g, and q, are the angular range of fracture orientations for Set | and Set |1, and
E;, and E;, aregiven by equation (5.1b) for Set | and Set 11, respectively.

We divide the survey areainto 8 by 4 blocks. Each block represents a bin or super
binin a 3D seismic survey. The bin size is 17 meters by 13 meters (68 pixels by 52
pixels). The fracture density and angle distribution of Set | and Set Il can then be
counted for each bin. Figure 5.3 shows the fracture density count and angle
distribution derived from Figure 5.1. We model the shear moduli and velocities for
vertically propagating shear waves polarized along the N-S and E-W directions with
equations (5.3) and (5.5), and the corresponding shear anisotropic parameter using
equation (5.2). The fracture specific shear stiffness is chosen to be 25 MPa/mm such
that the calculated shear wave anisotropy over the fracture zone is around 5% to 15%.
The properties of the background unfractured rock are the lab measurements of a low-

porosity and low-permeability sandstone:

P-wave velocity: 4.67 km/s
S-wave velocity: 3.09 km/s
density: 2.53 g/cm3
porosity: 3.5%
permeability: 0.66 mD

Figure 5.4 shows the modeling results of the shear wave moduli, velocities for the
N-S and E-W polarizations, and the anisotropic parameter. We take these as the
"observed" seismic parameters, which we will interpret for fracture distribution.

To infer the fracture density (number of fractures per block), we assume that the
velocity change is induced by two sets of vertical sub-parallel fractures along the N-S
and E-W azimuths respectively, and that the values of the unfractured rock properties
are known. We estimate the fracture density assuming strictly parallel fractures, and
refer to thisinterpretation as Case 1. Figure 5.5 shows the integer part and the residual
decimal part of the fracture number per block separately, since the stochastic fracture
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simulation model considers only an integer number of fractures per block. The integer
part of the density is exactly the same as the true density map as expected. The
decimal part of the fracture number in each block is the result of the parallel fracture
assumption; it is much smaller than the integer part, and can therefore be ignored.
Since in redlity, we may not have precise information of fracture orientation and
embedding rock properties, the density estimation can be ambiguous and non-unique.
We will discuss thisin more detail later in this paper.
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Figure 5.3: Fracture density maps of the reference fracture image for (a) Set | and (b) Set 1I; azimuth
spread maps (degrees) for (c) Set | and (d) Set 1l in each block consisting of 68 by 52 pixels (17m
by 13m).
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Figure 5.4: Forward modeling results of (a) shear wave moduli (GPa) and (c) velocities (km/s) for
vertical propagating shear wave polarized along the E-W direction, (b) shear wave moduli and (d)

velocities for shear waves polarized along the N-S direction, (€) shear wave anisotropic parameter.
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5.3.3 Fracture Network Simulation

An algorithm to stochastically simulate discrete fractures in layered reservoirs has
recently been developed by Gringarten (1997). It is based on geomechanical rules of
fracture propagation and aims to account for various types of information about the
fracturesin the subsurface.

The information required by the model to simulate fracture propagation are
fracture density and orientation for each fracture set to be simulated and rules for
timing relations (chronological order of appearance) between the different sets. A
more detailed description of the algorithm can be found in Gringarten (1997).

We simulated the fracture networks based on the seismically-determined fracture
density estimates shown in Figure 55. The fracture ssmulation model, being
stochastic, generates multiple equiprobable realizations of the fracture system. Thisis
critical, since seismic data can yield fracture density, but rarely image individual
fractures. Figure 5.6 shows four simulated fracture images, all consistent with the
seismically-determined fracture density map given in Figure 5.5. The fractures are
assumed to be vertical, strictly parallel and aligned with the N-S (Set 1) and E-W (Set
[1) directions. The extent of the fractures is guided by the spatia distribution of the
fracture density. Uncertainty in the maximum extent of the fractures will be discussed

later in the paper.
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Figure 5.6: Four equiprobable realizations of the fracture system for Case 1 assuming paralel
fractures for both sets.

5.3.4 Fluid Flow Simulation

In order to evaluate the flow characteristics of the fracture systems, we simulated
the single-phase flow through the reference image and the simulated fracture networks
by using the streamline simulation code 3dsl (Batycky et al., 1997). This code differs

from traditional finite-difference flow simulators by decoupling the full 3D problem
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into multiple 1D problems along streamlines. The geometry of the streamlines are
defined by the permeability variations and the well conditions. The fluids are moved
along the streamlines rather than through an arbitrarily discretized grid. Streamline
flow simulators are much faster and have been shown to be as or more accurate than
conventional flow simulatorsin certain situations. The speed enables rapid processing
of multiple alternative high resolution reservoir models. A thorough presentation of
streamline simulation can be found in Batycky et al. (1997) and Thiele (1996).

We will look at tracer flow through the simulated fracture systems. The fluid
injected has identical properties to the one originally in place. The fluids are assumed
incompressible. Therefore, the flow responses will only be affected by variations in
permeability values and not by the fluid properties. Tracer flow is thus well suited to
investigate the effects of permeability heterogeneity.

An injector well was placed on the left edge of the grid, and a producer well at the
right side. Tracer isinjected at a constant pressure of 2000 psi. Production is set at
the constant rate of approximately 0.01 pore volume per day. An analytical mapping
of the tracer flow solution along the streamlines was used. The background matrix
rock has a constant porosity of 3.5% and permeability of 0.66 mD. We assumed that
the fractured rock pixels have a constant permeability of 100 mD, and a constant
porosity of 3.5%, similar to the porosity of the matrix to emphasize the effect of
permeability contrast. Figure 5.7 shows an example of the tracer saturation profile
through the reference fractured rock after 0.5 pore volume of tracer has been injected.
The straight front is due to the homogeneity of the matrix.

Two flow responses are considered: recovery of fluid initialy in place and
production of injected tracer. Recovery indicates the sweep efficiency through the
fracture network, and tracer-cut response gives an idea of the connectivity of the

fracture network.
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Tracer saturation profile

East

Figure 5.7: Tracer saturation profile after breakthrough through the fractured formation containing the

reference fracture network.

Note that the streamline ssmulator does not account explicitly for any sort of
matrix-fracture interaction. This may be an a-priori drawback of the method when
applied to fractured reservoirs, however, it may be sufficient in some cases to mimic
flow through fractured rocks, particularly if one assumes that changes in the pressure
field are dominated by variations in permeability as is the case here. Further
discussion can be found in Gringarten (1997).

We simulate flow through the reference fracture network shown in Figure 5.1 and
through various simulated fracture networks. Fluctuations are expected from multiple
equiprobable realizations. As an example, we generate 50 equiprobable realizations
similar to the ones shown in Figure 5.6. Flow simulations are performed on all 50
images. The resulting responses are shown in Figure 5.8 along with the flow
responses of the reference image. The true responses fall within the predicted range of
simulated responses. We will consider only a single redlization of the fracture
networks for each of the scenarios retained for the uncertainty analysis in the next
section of the paper.

We aso compute the effective permeability values in the E-W direction using a
simple single-phase pressure solver, considering a constant pressure difference across
the E-W direction, and no-flow boundaries on the other faces. These effective
permeability will gives us some indication on the global behavior of the fractured

rock. The effective permeability computed for the reference caseis 3.2mD.
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Figure 5.8: Recovery and tracer-cut responses for 50 equiprobable simulations (gray lines) along with

the responses of the reference image (black line).

5.4 Uncertainty in I nter pretation of Seismic Data for Fractures

To generate the fracture images shown in Figure 5.6, we assumed that we have
some prior knowledge of the fracture specific stiffness, the background rock
properties, the orientation of the fractures, and the maximum extent of the fractures.
In practice, these are poorly known. We investigate how the uncertainty in these
parameters may change the fluid flow responses in the fractured rock by simulating a
fracture network for each uncertainty assumption, and by processing this simulated
network through the flow simulator 3dsl. A complete study should include several
realizations for each case to account for the fluctuations in the stochastic fracture
simulations as done for Figure 5.8. This was not done here to emphasi ze the impact of
varying certain key parameters. However, each simulation was generated using the

same random seed number.
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5.4.1 Unknown Fracture Stiffness

Equation (5.1) shows that the fracture density is inversely proportiona to the
fracture specific stiffness. Barton and Bandis (1982) collected the shear stiffness of
rock joints of 650 data points from 35 sources, including those from tilt or push tests,
and those derived from earthquake events reviewed by Nur (1974). The fracture
stiffness ranges from 0.001 MPa/mm to above 100 MPa/mm. Pyrak-Nolte, Myer, and
Cook (1992) used 10* MPa/mm fracture shear stiffness to explain their lab ultrasonic
measurements. These stiffness values cover a tremendous range. Overestimation of
stiffness will cause overestimation of fracture density, and vice versa. We consider the
case where the fracture stiffness is 50 MPa/mm (Case 2). This stiffnessis chosen to be
close to the reference case fracture stiffness 25 MPa/mm in order to simulate the
fracture network without changing to a finer grid. Twice the amount of the original
fractures (Figure 5.9a and 5.9b) are necessary to yield the same shear wave velocity
responses (Figure 5.4). A corresponding possible fracture ssimulation is shown in
Figure 5.9c. An additional parameter, which we have not considered, is that larger
fracture stiffness will probably correlate with lower fracture permeability.

Comparing the flow simulation results for Case 1 and 2 in Figure 5.10, we see that
Case 2 will yield a lower recovery of fluid initially in place, because more injected
fluid is channelized in the fractures and thus less tracer sweeps the matrix. When
producing at a constant rate, Case 2 shows a later breakthrough time than Case 1,
because the same amount of injected tracer is separated through a larger number of
fractures. However, shortly after breakthrough, more tracer appears at the producing
well compared to Case 1, creating a much higher tracer-cut.

The effective permeability of the fractured rock obtained by imposing a constant
pressure drop across the whole domain is as expected, much higher (about twice) for
Case 2 (9.8 mD) than for Case 1 (5 mD), entailing much faster flow through the whole
system.



Chapter 5 - Seismic Imaging Helps To Quantify Fluid Flow 162

16
14
12
a
@ o
136 8
32
&
39
4
26
©) s 2
0 0
0 39 68 102 136
208.000 : F
| |
il Il
| | 7
(c) : o i
0.0 e -~
0.0 544.000

Figure 5.9: Fracture density maps for Case 2 for (a) Set | and (b) Set Il assuming that the fracture
shear specific stiffness is 50 MPa/mm; (c) simulated fracture network based on the density maps
in (a) and (b).
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5.4.2 Unknown Fracture Orientation

In the previous seismic velocity inversion, we assumed parallel fractures. The true
fracture image has small variations of orientation. The variations are not
distinguishable seismically. To evaluate the parallel fracture-assumption, we simulate
the fracture networks by taking the true fracture angle distribution (Figure 5.3c and d)
into account (Case 3). The seismic velocity inversion results using equation (5.5)
yield little variation in density predictions, compare Figures 11a and b with Figures 3a
and b. The simulated fracture image in Figure 5.11c is similar to the true image, and
as could be expected from this visual judgment, the flow results for this image and the
reference are almost the same, see Figure 5.14.

Larger fracture strike angle distribution has been observed at many sites (Mueller,
1991; Lauback, 1992; Lorenz, 1992; Barton and Zoback, 1992). Instead of having a
true angle distribution map, we may also assume that the fractures have a uniform
orientation distribution between -10° and +10° azimuth for Set |, and between +80°
and +110° azimuth for Set 1l (azimuth O° is strict North, and the azimuth angle is
measured clockwise). Using equation (5.5), and assuming that both g; and g, are 20°,
we obtain the fracture density map shown in Figure 5.12. Asin Case 1, the residua
decimal part of the fracture density is much smaller than the integer part, and can be
ignored. Comparing the fracture density with that of the true fracture image, we notice
that a small angle distribution 20° will barely affect the density estimation. This can
lead to two types of simulated fracture images if we assume that: 1) the fractures
within a set follow an orientation field and cannot intersect (Case 4), or 2) that the
fractures are perfectly straight, with different orientations, and can intersect each other
(Case 5). The ssimulated images are shown in Figure 5.13a for Case 4 and in Figure
5.13b for Case 5. This drastic difference in angle distribution as compared to the
reference image has a large impact on fluid flow predictions, see Figure 5.14. For
production at a constant rate, the tortuosity of the fracture system greatly retards tracer

breakthrough. However, it forces a larger sweep of the fluid initially in the matrix as
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can be seen on the recovery curve. Surprisingly, thereisvery little difference between
the responses of Cases 4 and 5, though a later breakthrough can be observed for Case
4, because its fractures are much |ess connected.

The large variability in fracture orientation is also seen to reduce the effective
permeability of the fractured rock in Case 4 (2.7 mD) and Case 5 (2.7 MD), and even
in the reference case (3.2 mD) where the fracture orientation is less variable than in
Cases 4 and 5, but more than in Case 3 (4.9 mD).
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Figure 5.11: Fracture density maps for Case 3 for (a) Set | and (b) Set 1l by taking the true fracture
angle distribution into account; (c) simulated fracture network based on the density maps in (@)
and (b) and the true fracture angle distribution.
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Figure 5.12: Fracture density maps for Case 4 and 5 assuming 20° angle distribution for (a) integer
part of Set I; (b) integer part of Set I1; (c) decimal part of Set I; (d) decimal part of Set 1.
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Figure 5.13: Simulated fracture networks for (a) Case 4 and (b) Case 5.
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5.4.3 Unknown Number of Fracture Sets

In shear wave splitting analysis, a common assumption is that the anisotropy in
shear wave velocity is caused by only one set of paralel fractures. While outcrops,
cores, FMS FMI images often show multiple fracture sets (Nelson, 1985; Barton and
Zoback, 1992), practitioners often take the fast shear wave velocity to be that of the
unfractured rock matrix, and map the shear wave splitting amount into fracture density
using equation (5.2). This assumption leads to the fracture density estimations shown
in Figure 5.15a and 5.15b (Case 6). We can see that the fracture density predictionsin
the upper part of the grid, where Set 11 is absent, are the same as the reference density.
But the lower part of the density map gives a much smaller density prediction since the
anisotropy effects of the two fractures sets are perpendicular and partly cancel out.
The subsequent fracture simulation is presented in Figure 5.15c, and the flow
simulation results are shown in Figure 5.16.

Visually, the simulated image is very different from the reference image, and as
could be expected, has a lower effective permeability (2.5 mD as compared to 3.2 mD
for the reference system) due to the lack of connectivity in theimage. Thisalso entails
a later breakthrough. A higher recovery can also be observed since more tracer is
pushed through the matrix. The lower tracer-cut of Case 6, as compared to the
reference case, can be explained by the fact that less fractures are connected to the

producing well, yielding alower influx of tracer.
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5.4.4 Unknown Lithologic Variations

Uncertainty in background rock properties can also propagate into the fracture
density estimations. Figure 5.17 shows a set of lab measurements of P- and S-wave
velocities of tight gas sandstone under 40M Pa effective pressure (Jizba, 1991). Under
this high pressure, most of the fractures are closed. The velocity variations are due to
the lithology variation. If we do not take thelithology variation into account, but use a
constant unfractured rock velocity, we will overestimate or underestimate the fracture
density. To illustrate this (Case 7), we assume that instead of having a constant
velocity background, the embedding rock velocity shown in Figure 5.18 is spatially
varying. It increases from West to East with small random increments. The total
velocity change is about 20%. We calculate the shear wave moduli and velocities of
the corresponding fractured rock as shown in Figure 5.19. The spatia variation in the
moduli and velocities of the fractured rock is partly due to the embedding rock
velocity variation, and partly to the spatial distribution of the fractures. If, in the
velocity inversion process, we assume the background variation known, the results
will be the same as in Case 1. However, if the background velocity information is

only availablein the middle block of the southern edge of the survey area, we have:

P-wave velocity: 4.67 km/s
S-wave velocity: 3.09 km/s
density: 2.53 g/cm3

We can estimate the fracture density by assuming that the background rock over
the whole area has the measured velocities. By comparing the true density maps with
the seismically derived density maps shown in Figure 5.20 under the assumption of
constant background velocity, we can see that we overestimate the fracture density to
the west where the background velocity is lower, and underestimate fracture density to
the east where background velocity is higher. Figure 5.20c shows the simulated

fracture system. However, the flow responses for Case 7 and for the reference image
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are very similar, see Figure 5.21. The increase in estimates of fracture densitiesis not
sufficient to affect the connectivity of the network and therefore barely impacts
recovery and tracer-cut responses. The addition of the connected fractures, however,
increases the effective permeability of the system to 5.6 mD vs. 3.2 mD for the

reference field.
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Figure 5.17: Lab measurement of P- and S-wave velocities of tight gas sandstone samples under 40
M Pa effective pressure. The data are from Jizba (1991).
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Figure 5.18: Velocity map (km/s) of the background unfractured rock for Case 7. The velocity spatial

variation in the E-W direction is about 20% with a small random variation along the N-S direction.



Chapter 5 - Seismic Imaging Helps To Quantify Fluid Flow 171

0 34 68 102 136

(b)

0 34 68 102 136

0 34 68 102 136

22

39

d 26
00 34 68 102 136

Figure 5.19: The shear wave moduli (GPa) and velocities (km/s) of the fractured formation for Case 7.
(a) shear modulus for E-W polarization; (b) shear modulus for N-W polarization; (c ) shear wave

velocity for E-W polarization; (d) shear wave velocity for N-S polarization.
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Figure 5.21: Recovery and tracer-cut responses for Case 7.
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5.4.5 Unknown Fracture Length

In addition to fracture density, fracture length is another important controlling
factor in stochastic fracture simulation, though it is not a requirement of the fracture
simulation algorithm. We have assumed that the fracture length does not have an
upper or lower bound, but instead that it is guided by the spatial distribution of the
fracture density. Lauback (1992) showed that the outcrop fracture traces can have
various length. If we have reasons to believe that the fractures have a maximum
possible length, the fracture ssimulation will yield different images. By assuming the
maximum fracture length to be 7.5 meters or 30 pixels (Case 8), 22.5 meters or 90
pixels (Case 9), and 45 meters or180 pixels (Case 10), we generate the fracture images
shown in Figures 22ato 22c.

The shorter fractures of Case 8 do not enable connectivity through the fracture
system. This entails alarge sweep of the matrix shown by a high recovery, and a slow
tracer movement through the system shown by a late breakthrough at about 0.4 PVI
(pore volume of tracer injected), see Figure 5.23. In comparison, the longer fractures
of Cases 9 and 10 yield a connectivity similar to the one of the reference system as
shown by similar flow response curves. Slightly later breakthrough, compared to that
of the true response, can be observed and is due to the more tortuous paths taken by
the tracer in the connected fracture network.

The effective permeability of Cases 9 and 10 are similar (4.4 mD and 4.9 mD,
respectively); the one of Case 8 islower at 2.1 mD.
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Figure 5.22: Simulated fracture networks: (a) Case 8 - maximum fracture length is 7.5 m (30 pixels);
(b) Case 9 - maximum fracture length is 22.5 m (90 pixels).; (¢ ) Case 10 - maximum fracture
length is 45 m (180 pixels).
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Figure 5.23: Recovery and tracer-cut responses for Cases 8, 9, and 10.
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5.4.6 Multiple Uncertainty Sources

In practice, al of the sources of uncertainty appear ssimultaneously. We present a
simple example to illustrate the possible complications that can be expected in field
studies.

For example, the fracture length and fracture orientation can simultaneously affect
the behavior of the fracture system. Consider the case where only the fractures of Set
[ are present in the rock (Case 11). With the parallel fracture assumption and no
maximum length constraint, we obtain the fracture image shown in Figure 5.24a.
With 20° azimuth spread, and different maximum lengths, 7.5 m (Case 12), 22.5 m
(Case 13), and 45 m (Case 14), we obtain the fracture simulations shown in Figure
5.24b to Figure 5.24d.

The flow responses of Case 11, shown in Figure 5.25, are extremely similar to the
reference. Thisis due to the fact that a similar number of fractures connect the injector
to the producer. This means that the fractures of Set | are of secondary importance for
this well configuration, and that modeling efforts should focus on the fractures of Set
Il. However, if the fractures were shorter, the flow responses would be drastically
different as can also be seen in Figure 5.25.

The effective permeability can also be greatly reduced: 0.9 mD for Case 12, 1.7

mD for Case 13, and 1.9 mD for Case 14, vs. 3.2 mD for the reference network.

5.5 Discussion

Variability in estimated flow responses can be reduced if the simulation of
fractures is well constrained. The simulated fracture networks depend greatly on the
estimation of fracture densities. In turn, variations in fracture density estimates have a

very important impact on fluid flow responses.
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Figure 5.24: Simulated fracture networks:
(a) Case 11 - no length constraint, parallel fractures.
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Figure 5.25: Recovery and tracer-cut responses for Cases 11, 12, 13, and 14.

Seismic analysis can help to constrain predictions of the spatial distribution of
fracture densities. However, the inference of fracture densities from shear wave
splitting analysis can be unreliable due to uncertainties about some key parameters,
including fracture specific stiffness, fracture orientation, and background lithology
variations. Our initial results for the specific production pattern here retained show
that the uncertainty in fracture orientation distribution does not affect significantly the
final fracture density estimates, while other unknowns can be more important in
estimating fracture density. The common assumption that anisotropy is induced by a
single set of parallel fractures can lead to misinterpretation of the fracture density field.
In addition, the length and orientation distribution of the fractures are crucial factors
determining connectivity of the fracture system and have, therefore an important
impact on fluid recovery.

The uncertainty in seismically derived densities, in fracture length, and in fracture
orientation can be reduced by considering additional information about the subsurface
fracture system such as coming from analog outcrop data, geomechanical studies, and
production data. A reliable knowledge of the lithology of the matrix rock is also

important.
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APPENDIX

REVIEWS OF THE GEOLOGICAL FRAMEWORK
OF THE STUDY SITE

The seismic data and log data in this study were collected from the Fort Fetterman
site at the southwestern margin of the Powder River Basin, in Converse County, east-
central Wyoming. To give the readers a general overview of the structural features
and regional stratigraphy of this site, | include a digest of the report "regional
geological framework and site description” (Walters, Chen, and Mavko, 1994) as the
first part of the appendix. The second part reviews the published geological
observations of the fracture existence and attributes at Fort-Fetterman site, southern
Powder River Basin (May et al., 1996), and at Moxa Arch and adjacent Green River
Basin in southwestern Wyoming (Laubach, 1991, 1992a, 1992b; Dutton et al., 1992).
In Chapter 4 "Integrated seismic interpretation of fracture networks’, |1 used the
geologica information presented here to justify the rationality of the fractured-rock
models.

A.1 Geological Settings of Fort Fetter Site and Powder River Basin

A.1.1. Structure Features

The Powder River Basin was formed during the Laramide Orogeny that occurred
during latest Cretaceous to early Tertiary time in the western Cordillera (Dickinson et

al., 1988). The typical structural style in the Rocky Mountain Region consists of a



Appendix - Geological Framework 183

series of "basement-cored uplifts and intervening sediment-filled basins' (Dickinson
et al., 1988) over awide area. The Fort Fetterman site is located at the southwestern
margin of the Powder River Basin, bounded to the south and west by the Casper Arch
to the southeast by the Hartville Uplift (Figure A.1).

Montata

Big
Horn

Mountains

Wyoming

Colorado

Figure A.1: Structura features in eastern Wyoming, from Mitchell and Rogers (1993), showing

Powder River Basin, and surrounding areas. The study areais marked by a dot.
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Mitchell and Rogers (1993) noted that the southern end of the Powder River basin
has been significantly influenced by anextensioinal system of small throw (30 feet or
less), nearly vertical normal faults that affects Lower Cretaceous, Upper Cretaceous,
and Tertiary units. The fault systems appear to trend northwest-southeast in the
south-central part of the basin, and northeast-southwest at the southern margin,
paralel to Hartville Uplift (Figure A.1). Mitchell and Rogers proposed that these
faults are basement derived, and result in significant fracture potentia that may
control secondary porosity diagenesis. As the normal faults propagated upward
through the Lower Cretaceous rocks, fractures developed at the erosional/depositional
surface of the Upper Cretaceous Niobrara Formation.

At both the Niobrara and the Frontier levels, the axis of an anticline trends
southwest-northeast through the central portion of the Fort Fetterman site. Figure A.2
and A.3 show the structure contour maps of on the formation tops overlapped by six
2D lines of multi-component seismic surveys, including GRI-1, GRI-4, and four
previous surveys RMC0021 to RMC0024. The structural trend is subparallel to the

fracture orientation of N550E - N60CE determined for the Frontier formation in the
Apache State #1-36 well (Figure A.3). There appears to be a change in dip, or a
flattening of the structure, just south of line RMC0022, before the formation beds
ramp up sharply in the flexure to the southwest. This change in dip corresponds
approximately with an area of anomalous shear wave rotation results in the fracture

orientation.
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Figure A.2: Structure contour map on top of the Niobrara Formation in the study area, based primarily

on well log tops, with some seismic control (especialy in steeply dipping areas). Contour interval

is 100 feet. Thefigureistaken from Waters, Chen, and Mavko (1994).
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Figure A.3: Structure contour map on top of the first Frontier Sandstone in the study area, based
primarily on well log tops, with some seismic control (especialy in steeply dipping areas).
Contour interval is 100 feet in less steep areas, 500 feet near flexure. The figure is taken from
Waters, Chen, and Mavko (1994).

A.1.2. Regional Stratigraphy and Depositional Environments

Figure A.4 shows the stratigraphic nomentclature developed for various basins in
Wyoming from the Precambrian to the Tertiary. This study is primarily concerned
with the Upper Cretaceous sediments in the southwestern portion of the Powder River
Basin. Below is a summary of the Upper Cretaceous stratigraphy taken from
publications by Barlow and Haun (1966), Hando (1976), Merewether et a (1976),
Prescott (1975), and the Wyoming Geological Association Guidebook (1976).
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Parkman Sandstone: offshore marine bar (shelf) sand, deposited in 100-200 feet
water depths; composed of discrete sand lenses encased in siltstone and shale.
Hydrocarbon productive in other areas of the Powder River basin.

Seele Shale: marine shale.

Sussex Sandstone:  shelf sand, deposited in 100-200 feet water depths, influenced
by longshore currents; composed of discrete, lenticular sand bodies encased in
interbedded siltstone and shale. Hydrocarbon productive in other areas of the
Powder River basin.

Niobrara Formation: unconformably overlies the Frontier; a series of fractured,
marine chalks and limestones interbedded with calcareous shales and
bentonites. Oil and gas reservoir that is its own source rock. Open fractures
necessary for production due to low porosity and permeability.

First Frontier Sand: uppermost of three sands within the Frontier Formation;
fractured, offshore marine bar sand containing interbedded shales in 3-4
transgressive-regressive cycles; grades upward regionally from marine shale
to sandstone at the top. Reservoirs are thin, low permeability; pay section is
coarse grained, reworked. Lower limit of 8% porosity is necessary for
effective pay thickness.

Mowry Shale: dark grey to black, hard, siliceous shales interbedded with thin
siltstone and sands, plus regionally extensive bentonite beds. Deposited in
very stable depositional environment, greater than 500 feet water depths.
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A.1.3. Overpressure

Overpressuring is another potentially important parameter in defining the
characteristics of reservoirs in the southern Powder River basin. The major source
rocks in the southern Powder River basin are Lower Cretaceous shales (Skull Creek
and Mowry) and the Upper Cretaceous Niobrara Formation, which is also areservoir.
Overpressuring is responsible for preservation of primary porosity at depth and
maintenance of open fractures (Mitchell and Rogers, 1993). This fracture porosity is
important at Silo Field, located more than 100 miles south of the study area, since the
Niobrara in this field is a chalk that tends to have very low permeability. Mitchell
and Rogers (1993) explain the abundance of hydrocarbon shows from
"unconventional" reservoirs in the Upper Cretaceous Frontier equivalents (and the
Niobrara) as being due to preserved primary porosity and the presence of open
fractures.

In the southern Powder River Basin, overpressuring occurs from the Lower
Cretaceous Fall River Formation to the top of the Niobrara, and is caused by
generation and expulsion of hydrocarbons from Lower Cretaceous Mowry and Upper
Cretaceous Niobrara source rocks (Mitchell and Rogers, 1993). Within the Fort
Fetterman site, pressure gradients from drillstem tests range from 0.47 psi/ft in the
southeast corner of T33N R71W to 0.51 psi/ft to the northwest (Mitchell and Rogers,
1993), with an overall increase in pressure gradient from south to north.

A.2 Fracture Existence and Attributes

Core, outcrop, LandSat, magnetic, and resistivity image data (FM S log) of natural
fractures can help guide the seismic interpretation of fractured reservoirs. | review
the published direct observations of fractures in south Powder River Basin, east-
central Wyoming (May et al., 1996), and at Moxa Arch and adjacent Green River
Basin, southwestern Wyoming (Laubach, 1991, 19923, 1992b; Dutton et al., 1992).
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A.2.1. Fracturesat Fort Fetterman Site and South Powder River Basin

May et al. (1996) analyzed the LandSat, magnetic and outcrop data in the south

Powder River Basin. | summarized their observations below:

1

N70E set: A regiona fracture set (N70E) is well represented in Cretaceous units
throughout the southern Casper Arch and northern Laramie Range, and is not
observed in Tertiary strata.  In the outcrop, these fractures are planar, parallel,
and perpendicular to bedding. Fractures spacing ranges from 10 cmto 2 cm. The
N70E-trending fractures are rarely mineralized. When they are calcite-filled, the
fracture porosity for the calcite is likely due to enhanced opening during
Laramide folding.

N110E set: A younger N110E-trending fracture set is observed in Tertiary strata,
and locally in Cretaceous strata. On the basis of the fracture truncation
relationships, the N70E-trending regional fracture set predates many other
fractures. The younger fracture trends are commonly calcite-filled.

Stress direction: The N70E-trending fractures are now interpreted as dilational
extension fractures orientated parallel to an inferred east-northeast-orientated
maximum horizontal stress associated with the late Cretaceous thrust belt. This
set is thought to have been subsequently rotated and overprinted by the Laramide
folds and uplifts of the region.

Fractures terminate at bedding boundary: All fractures, regardless of
orientation, are better developed in thinner-bedded, well-cemented lithol ogies and
commonly terminate at thin shale or bentonite beds. Massive, poorly-cemented

beds display fewer fractures.

A.2.2. Fracturesin the Moxa Arch region and the Green River Basin

Laubach (1991, 1992a, 1992b) and Dutton et al. (1992) studied fracture patterns

in the Frontier Formation by examining the cores and outcrops in the Moxa Arch
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region and adjacent areas of the Green River Basin in southwestern Wyoming. |

include a summary of their observations and analysis below as a supplementary

reference. Knowledge of the in situ fracture patterns can help earth scientists to

justify the geological rationality of the fracture models used in the seismic fracture

characterization.

1

Occurrence: Natural fractures, occuring in a depth range 7195 to 16130 ft, are
sparse but persistent features of Frontier Formation core. They include vertical to
sub-vertical extension fractures and small faults.

Orientation: Core observation shows that in the Frontier Formation, two sets of
fractures locally occur in the subsurface. One set of fractures has eastern or
northeastern strikes, and another has northern strikes. The two fracture setsrarely
occur in the same sandstone bed.

Material in fractures. The north-striking fractures formed early. They are
confined to only afew beds, and generaly tightly filled with calcite. East-striking
fractures in the Frontier outcrop west of Fontenelle, Wyoming are filled or partly
filled with calcite, and locally, subsidiary quartz and clay minerals. Only a few
show petrographic evidence, such as euhedral crystals lining fractures, which
indicate that fractures were persistently open in the subsurface.

Spacing: East-striking fractures in the Frontier outcrop are arranged in swarms.
Swarm width ranges from 2 inches (5 cm) to more than 160 ft (50 m). Fracture
spacing within swarms ranges from less than 1 inch (2.5 cm) to 15 ft (5 m).
Dimension: In the Frontier outcrop, fracture length ranges from centimeters to
125 ft (38 m). For fractures more than 3 ft (1 m) long, mean fracture length is 23
ft (7 m). Fractures tend to end vertically within sandstone beds, or at bed
boundaries, and rarely cross the shales between sandstone beds. Heights of
fractures are similar to or less than the bed thickness, ranging from less than an
inch to several tens of feet. Length-to-height ratios can be greater than 10:1.
Fracture shape and aperture: The dominant, bed-normal fractures typically
have simple lens- to paralel-sided shapes. Mineralized extension fractures in
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Frontier Formation core are typicaly narrow, are commonly < 0.01 inch wide.
Wide fractures are filled or partly filled with minor quartz and calcite. Height-to-
width ratios of 500 to 1,500 are typical.

7. Connectivity: Where asingle fracture set is present, connectivity is generally less
than 50 percent; and where two or more fracture sets are present, connectivity can
approach 100 percent.
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